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Introduction

This thesis focuses on generalizations of Macdonald polynomials in the superspace and m-
symmetric settings. In particular, our goal will be to present the results in a unified manner starting
from Macdonald polynomial theory. It is thus natural to first ask ourselves, what are Macdonald
polynomials?

To understand this question, we first need to discuss symmetric functions. Symmetric functions
naturally appear in many areas of mathematics, such as representation theory, where Schur functions
arise as characters of the polynomial representations of Gln [13], and algebraic geometry, where they
are in correspondence with the Schubert classes of the Grassmannians [31]. They also appear in
physics, where the Jack symmetric functions are eigenfunctions of the Calogero-Sutherland model
Hamiltonian [19],[28],[27]. All these families of symmetric functions have beautiful properties that
make them fascinating combinatorial objects to study.

In 1987, Ian Macdonald defined a family of polynomials [20], now called Macdonald polynomials,
that contains the aforementioned families as special cases. Despite the complexity of these new
symmetric functions, Macdonald, using simple yet ingenious techniques, showed that they still
satisfy a wealth of combinatorial properties.

Before we proceed, we need to briefly discuss these properties which can be divided into two
major groups:

Constructive properties:

(1) Triangularity: Macdonald polynomials are triangular when expanded into the monomials,
the most natural basis of symmetric functions.

(2) Orthogonality: Macdonald polynomials are orthogonal with respect to a natural scalar
product.

(3) Eigenfunctions: Macdonald polynomials are eigenfunctions of a family of commuting q-
difference operators.

Combinatorial properties:

(1) Norm: Macdonald polynomials are orthogonal, but not orthonormal, with respect to the
natural scalar product. There is a combinatorial way to calculate their norm squared.

(2) Principal evaluation: for a certain evaluation, there is an elegant combinatorial formula.
(3) Duality: There is a fundamental symmetry satisfied by the evaluation of a Macdonald

polynomial.
(4) Pieri rules: there is a combinatorial way to see the multiplication of a Macdonald polyno-

mial by generators of the ring of symmetric function.

Among these properties, it is important to highlight the Pieri rules, as they do not only provide
a beautiful and simple combinatorial formula for multiplication, but also have numerous applica-
tions. For instance, they yield a straightforward and combinatorial way to calculate Macdonald
polynomials. It is also possible to derive the principal evaluation and the norm formulas using the
Pieri rules.
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In 1995, Ivan Cherednik defined a non-symmetric version of Macdonald polynomials as eigen-
functions of certain operators in the double affine Hecke algebra [10]. In this larger and more
algebraic context, he was able to prove certain conjectures of Macdonald. Moreover, the properties
of the symmetric Macdonald polynomials were recovered naturally using the double affine Hecke
algebra [23]. Although the proofs are sometimes more technical, the methods are applicable to
the generalizations of Macdonald polynomials that we will consider in this thesis. As such, non-
symmetric Macdonald polynomials and the double affine Hecke algebra will be our starting point.

The connection between symmetric functions and physics also motivated the introduction of
Macdonald polynomials in superspace [8]. These polynomials depend on two families of variables,
one commuting and the other anticommuting. Impressively, these polynomials still exhibit fasci-
nating constructive and combinatorial properties. In [8], constructive properties were demonstrated
while in [15] the norm and the evaluation were obtained. At the start of this thesis, there were con-
jectures for the self-duality [30], for the explicit form of the coefficients of the Macdonald operator
[29], and most challenging, for the Pieri rules [14].

Our work first focused on proving these three missing properties by establishing a connection
between the supersymmetric Macdonald polynomials and the bisymmetric Macdonald polynomi-
als, which allowed to use non-symmetric Macdonald theory in a more systematic way. Generally
speaking, the Pieri rules can be derived using the self-duality and the explicit coefficients of the
Macdonald operator. We thus concentrated on proving these two properties in the bisymmetric
case. Although the self-duality was approachable with this method, obtaining an explicit form for
the operator turned out to be quite complex and technical.

However, the operator er(Y1, . . . , YN ) presented in [29] can be written as a sum of products of
the simpler bisymmetric operators er(Y1, . . . , Ym) and er(Ym+1, . . . , YN ) in the following way

er(Y1, . . . , YN ) =

r∑
i=0

er−i(Y1, . . . , Ym)ei(Ym+1, . . . , YN ). (0.1)

We were able to obtain the explicit formula for the coefficients of those simpler operators, which
then lead to two sets of Pieri rules (corresponding to the multiplication by er(x1, . . . , xm) and
er(xm+1, . . . , xN )). This solved the Pieri rule problem in the bisymmetric setting.

Although this allows to obtain, in principle, the entire operator er(Y1, . . . , YN ), extracting the
desired coefficients from 0.1 turns out to be combinatorially quite difficult. Even though the Pieri
rule problem still remains unresolved in superspace, we are confident that this provides the best
approach to solve it.

In order to find the explicit expansion of the two families of bisymmetric operators, we used
reproducing kernels depending on certain regions in Z2. We needed in fact to determine how
exactly the action of the Hecke operators on these reproducing kernels modified the regions in Z2

(this technique was later used to solve a similar problem in another context [11]). Although this
approach led us to a closed form expression for the Pieri coefficients, this expression happened not to
be the simplest one to compute. For this reason, we are currently seeking a better formula (involving
familiar combinatorial concepts such as leg and arm-lengths) for the Pieri rules presented in [14].

In recent years, motivated by a combinatorial open problem related to Macdonald positivity, a
new class of Macdonald polynomials, the m-symmetric Macdonald polynomials, were introduced in
[18]. These polynomials are non-symmetric in the first m variables and symmetric in the remaining
ones. The m-symmetric Macdonald polynomials actually interpolate between the symmetric and
nonsymmetric world since when m = 0 the m-symmetric Macdonald polynomials are the usual
symmetric Macdonald polynomials while when m is equal to the total number of variables, the m-
symmetric Macdonald polynomials become the nonsymmetric Macdonald polynomials. Surprisingly,
the m-symmetric Macdonald polynomials still possess many of the combinatorial and constructive
properties that we mentioned earlier, for instance, triangularity and eigenoperator [18]. In the

6



second part of our work, using the tools found in the bisymmetric case, we proved the orthogonality,
principal evaluation, norm, and symmetry for m symmetric Macdonald polynomials [12].

As mentioned earlier, we aim to present our results concerning m-symmetric Macdonald poly-
nomials and Macdonald polynomials in superspace in a unified manner using the double affine Hecke
algebra. For this purpose, we have utilized several references, most of which are from L. Lapointe
and I. Macdonald.

Here is the structure of the document:

First chapter: In this chapter, we define combinatorial objects that will serve as indices for
our polynomial families. Although these objects appear in different contexts, we will adopt the
viewpoints found in [20] and [18].

Second chapter: Here, we present the relevant definitions and results about the double affine
Hecke algebra and the non-symmetric Macdonald polynomials. This will serve as the starting point
in building the subsequent chapters. These results are drawn from [23] and [22].

Third chapter: We focus on defining the symmetric Macdonald polynomials using the non-
symmetric Macdonald polynomials and demonstrating the aforementioned properties. This chapter
will guide us in proving these properties for a wider class of functions. The techniques used in this
chapter are mostly from [20], [23], and [22], and the combinatorial aspects are taken from [25].

Fourth chapter: The first part of this chapter, which introduces the m-symmetric functions
and the m-symmetric Macdonald polynomials, is taken from [18]. The second part presents our
preprint [12] in which we studied and demonstrated the aforementioned properties.

Fifth chapter: Here, we introduce the symmetric functions in superspace and the Macdonald
polynomials in superspace. As mentioned earlier, we consider instead in this thesis bisymmetric
Macdonald polynomials (which for our purposes are equivalent to the Macdonald polynomials in
superspace). The final part of this chapter is thus devoted to translating into the bisymmetric
language the properties of the Macdonald polynomials in superspace obtained in [8].

Sixth chapter: This chapter constitutes the core of this thesis. It includes the results of
the article [11] in which we derive the duality and the Pieri rules for the bisymmetric Macdonald
polynomials. Finally, the proof of the Pieri rules associated to the elementary symmetric functions
in the variables x1, . . . , xm, which was not fully included in our article, are provided at the end of
the chapter.
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CHAPTER 1

Compositions and partitions

In this chapter we will introduce the combinatorial objects that will be needed in Chapters 2
and 3.

1. Partitions

Partitions play a crucial role in the theory of symmetric functions. We will see for instance
that the bases of the space of symmetric functions are naturally indexed by these fundamental
combinatorial objects.

Definition 1. A partition is a sequence λ = (λ1, . . . , λN , · · · ) of non-negative integers in
decreasing order, i.e.

λ1 ≥ λ2 ≥ · · · ≥ λN ≥ · · ·
and containing only finitely many non-zero terms. Note that we do not distinguish between two
sequences which differ only by a string of zeros. For instance, (2, 1) and (2, 1, 0, 0) are the same
partition. The non-zero entries λi are called the parts of λ. The number of parts is the length of
λ, denoted by l(λ). The sum of the parts is the weight (or size) of λ, denoted by |λ|, i.e.

|λ| = λ1 + λ2 + · · ·

Remark 2. Sometimes it is convenient to use a notation which indicates the number of times
each integer occurs as a part:

λ = (1m1 , 2m2 , 3m3 , . . .)

where mi is the number of times that i appear in λ, i.e.

mi = #{j | λj = i}

is called the multiplicity of i in λ.

Definition 3. Given n ∈ N, we say that λ is a partition of n if |λ| = n, and we denote the
set of partitions of n by Pn

Example 4. The set of partitions of 5 is

P5 = {(5), (4, 1), (3, 2), (3, 1, 1), (2, 2, 1), (2, 1, 1, 1), (1, 1, 1, 1, 1)}.

Remark 5. We can define the set of all partitions as

P =
⋃
n≥0

Pn.

Up to this point, a partition has only been seen as a sequence. The following definition will
associate a diagram to a partition, allowing us to enter the realm of combinatorics.

Definition 6. Let λ be a partition, we define the diagram of λ as the set of points (i, j) ∈ Z2

such that 1 ≤ j ≤ λi for 1 ≤ i ≤ l(λ). When drawing these diagrams, we represent each point (i, j)
by a square.
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Example 7. The diagram of the partition (3, 3, 2, 1, 1) is

Remark 8. When we write the symbol λ for a partition, it can either stand for a sequence or
a diagram.

Definition 9. The conjugate of a partition, denoted by λ′, is obtained by reflecting the diagram
of the original partition λ along its main diagonal. Algebraically, this reflection is described by the
following formula:

λ′i = #{j | λj ≥ i}.

Remark 10. We have that λ′1 = l(λ), λ1 = l(λ′) and (λ′)′ = λ.

Example 11. If λ = (3, 3, 2, 1, 1) then λ′ = (5, 3, 2) because

transposition−−−−−−−−→

Definition 12. Given two partitions µ and λ, we shall write λ ⊂ µ if the diagram of µ contains
the diagram of λ, i.e. λi ≤ µi for all i ≥ 1. In this case, we define the skew diagram as the diagram
obtained by the difference µ− λ which we will denote µ/λ.

Example 13. If µ = (5, 4, 3, 3, 2) and λ = (4, 3, 2, 2) we have that the diagram of µ/λ is the
shaded part of the following diagram

Definition 14. We say that a skew diagram µ/λ is an r-vertical strip (resp. horizontal strip)
if the diagram µ/λ has r boxes and contains at most one box in each row (resp. each column).

Example 15. If µ = (4, 4, 3, 3, 1) and λ = (4, 3, 2, 2) we have that µ/λ is a 4-vertical strip with
diagram

It is crucial to define a partial order on partitions which will later enable us to compare symmetric
functions.

Definition 16. We can define an order on Pn. Let λ, µ in Pn, we define the dominance
order as

λ ≥ µ⇐⇒
k∑

j=1

λj ≥
k∑

j=1

µj for all k ≥ 1

Example 17. Taking λ = (4, 3, 2, 2) and µ = (3, 3, 3, 2) we have that λ ≥ µ.
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Remark 18. This order is not a total ordering. For example, λ = (3, 1, 1, 1) and µ = (2, 2, 2)
are not comparable in this order.

There are important combinatorial concepts associated to a partition will prove useful in the
following chapters.

Definition 19. For each partitions we define

n(λ) =
∑
i≥1

(i− 1)λi

Example 20. For example, if λ = (3, 3, 2, 1, 1) we have that n(λ) = 14. We may see this
number diagrammatically by taking the sum of the numbers in the following diagram:

0 0 0
1 1 1
2 2
3
4

Definition 21. For a box s = (i, j) in a partition λ (i.e., in row i and column j), we introduce
the arm-lengths and leg-lengths as

aλ(s) = λi − j and ℓλ(s) = λ′j − i
The leg-length thus corresponds to the number of cells in λ strictly below s (and in the same column)
while the arm-length corresponds to the number of cells in λ strictly to the right of s (and in the
same row).

Example 22. The values of a(s) and ℓ(s) in each cell of the diagram of λ = (3, 3, 2, 1, 1) are

24 12 01

23 11 00

12 00

01

00

2. Compositions

Just as partitions index symmetric functions, compositions will index polynomials in general.
Compositions lose the aesthetic appeal that diagrams provide for partitions, making them more
intricate to compute. Hence, we will define the diagram of a composition using what has been
defined for partitions in the last section.

Definition 23. An element η = (η1, . . . , ηN ) of ZN
≥0 is called a (weak) composition with N

parts (or entries).

Definition 24. An element w of the symmetric group SN acts on a vector (v1, . . . , vN ) ∈ ZN

as w(v1, . . . , vN ) = (vw−1(1), . . . , vw−1(N)).

We let wη be the unique minimal length permutation in SN such that

η = wηη
+

where η+ is the partition obtained sorting out η.

Example 25. If η = (1, 3, 0, 2, 1) we have that wη = (13542) (in the cycle notation) and
η+ = (3, 2, 1, 1, 0).

It will prove convenient to represent a composition by a Young (or Ferrers) diagram.
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Definition 26. The diagram corresponding to η is the Young diagram of η+ with an i-circle
(a circle filled with an i) added to the right of the row of size ηi (if there are many rows of size ηi,
the circles are ordered from top to bottom in increasing order).

Example 27. Given η = (0, 2, 1, 3, 2, 0, 2, 0, 0), we have that the corresponding diagram isk4k2k5k7k3k1k6k8k9
Definition 28. The Bruhat order on compositions is defined as follows:

ν ≺ η iff ν+ < η+ or ν+ = η+ and wη < wν ,

where we recall that wη is the unique permutation of minimal length such that η = wηη
+. In the

Bruhat order on the symmetric group SN , wη<wν iff wη can be obtained as a proper subword of
wν .

Example 29. If η = (1, 3, 0, 2, 1) and ν = (0, 1, 3, 2, 1) we have that η+ = (3, 2, 1, 1, 0) = ν+,
wη = s4s2s3s1 and wν = s4s2s3s1s2s1, which implies that ν ≺ η.
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CHAPTER 2

The non-symmetric Macdonald polynomials and the double
affine Hecke algebra

In this chapter, we will introduce the theory of nonsymmetric Macdonald polynomials. We
will extract certain results from the presentation [22] of the double affine Hecke algebras and the
non-symmetric Macdonald polynomials for reduced root systems. Additionally, following [23], we
will present more explicit results in the An case.

1. Double affine Hecke algebra

The non-symmetric Macdonald polynomials can be defined as the common eigenfunctions of
the Cherednik operators [10], which are operators that belong to the double affine Hecke algebra
and act on the ring Q(q, t)[x1, . . . , xN ]. In this section we will introduce all the necessary tools to
define Cherednik operators.

Given a permutation σ ∈ SN , the element Kσ acts on f ∈ Q(q, t)[x1, . . . , xN ] in the following
way:

Kσf(x1, . . . , xN ) = f(xσ(1), . . . , xσ(N))

In the case of an elementary permutation σ = si = (i, i+ 1), we use Ki,i+1 for K(i,i+1).

Definition 30. We define the generators Ti of the affine Hecke algebra as

Ti = t+
txi − xi+1

xi − xi+1
(Ki,i+1 − 1), i = 1, . . . , N − 1,

and

T0 = t+
qtxN − x1
qxN − x1

(K1,Nτ1τ
−1
N − 1) ,

where τif(x1, . . . , xi, . . . , xN ) = f(x1, . . . , qxi, . . . , xN ) is the q-shift operator.

Sometimes it will prove convenient to write Ti as

Ti =
xi+1(t− 1)

xi+1 − xi
+
txi − xi+1

xi − xi+1
Ki,i+1.

Example 31. If σ = (321) then σ = s2s1 and

T(321) = T2T1 =

(
x3(t− 1)

x3 − x2
+
tx2 − x3
x2 − x3

K2,3

)(
x2(t− 1)

x2 − x1
+
tx1 − x2
x1 − x2

K1,2

)
=
x3(t− 1)

x3 − x2
x2(t− 1)

x2 − x1
+
x3(t− 1)

x3 − x2
tx1 − x2
x1 − x2

K1,2 +
tx2 − x3
x2 − x3

x3(t− 1)

x3 − x1
K2,3

+
tx2 − x3
x2 − x3

tx1 − x3
x1 − x3

K2,3K1,2.
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The Ti’s satisfy the relations (0 ≤ i ≤ N − 1):

(Ti − t)(Ti + 1) = 0

TiTi+1Ti = Ti+1TiTi+1

TiTj = TjTi , i− j ̸= ±1 mod N

where the indices are taken modulo N .

Remark 32. The quadratic relation (Tj − t)(Tj + 1) = 0 allows to compute the inverse of Tj
explicitly

T̄j := T−1
j = t−1 − 1 + t−1Tj .

To be more precise,

T̄j = t−1

(
xj(1− t)
xj − xj+1

+
txj − xj+1

xj − xj+1
Kj,j+1

)
.

Remark 33. We extend the definition of the Hecke operator to any element σ ∈ SN in the
following way. If σ = si1 · · · siℓ is a reduced decomposition then Tσ is given by

Tσ = Ti1 · · ·Tiℓ .

To define the Cherednik operators, we also need to introduce the operator ω defined as:

ω = KN−1,N · · ·K1,2 τ1.

We note that ωTi = Ti−1ω for i = 2, . . . , N − 1. We are now in position to define the Cherednik
operators:

Definition 34. for i ∈ 1, . . . , N , the Cherednik operators are

Yi = t−N+iTi · · ·TN−1ωT̄1 · · · T̄i−1.

Example 35. For N = 4 we have

• Y1 = t−3T1T2T3ω4,
• Y2 = t−2T2T3ω4T̄1,
• Y3 = t−1T3ω4T̄1T̄2,
• Y4 = ω4T̄1T̄2T̄3.

The Cherednik operators obey the following relations:

Ti Yi = Yi+1Ti + (t− 1)Yi

Ti Yi+1 = YiTi − (t− 1)Yi

TiYj = YjTi if j ̸= i, i+ 1. (1.1)

It can be easily deduced from these relations that

(Yi + Yi+1)Ti = Ti(Yi + Yi+1) and (YiYi+1)Ti = Ti(YiYi+1). (1.2)

2. Non-symmetric Macdonald polynomials

The Cherednik operators Yi’s commute among each others, [Yi, Yj ] = 0, and can be simulta-
neously diagonalized. Their eigenfunctions are the (monic) non-symmetric Macdonald polynomials
(labeled by compositions).

Definition 36. For x = (x1, . . . , xN ), the non-symmetric Macdonald polynomial Eη(x; q, t) is
the unique polynomial with coefficients in Q(q, t) that is triangularly related to the monomials

Eη(x; q, t) = xη +
∑
ν≺η

bην(q, t)x
ν

where ≺ is the Bruhat order on compositions defined in 28.
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The non-symmetric Macdonald polynomials are simultaneous eigenfunctions of the Cherednik
operators.

Proposition 37. For all i = 1, . . . , N ,

YiEη = η̄iEη, where η̄i = qηit1−rη(i)

with rη(i) standing for the row (starting from the top) in which the i-circle appears in the diagram
of η.

Example 38. We have:

(1) Y1E(2,0,3) = q2t1−2E(2,0,3)

(2) Y2E(2,0,3) = q0t1−3E(2,0,3)

(3) Y3E(2,0,3) = q3t1−1E(2,0,3)

The Cherednik operators have a triangular action on monomials [21].

Proposition 39. The action of Yi is given by,

Yix
η = η̄ix

η + smaller terms

where “smaller terms” means that the remaining monomials xν appearing in the expansion are such
that ν ≺ η in the Bruhat order.

3. Properties

The following properties will be fundamental in the proofs of many properties of the Macdonald
polynomials and their variations. All the results in this section are facts that we will not prove and
which were primarily extracted from [21] and [23].

3.1. Stability. The first one expresses the stability of the polynomials Eη with respect to the
number of variables (see e.g. [23, eq. (3.2)]):

Eη(x1, . . . , xN−1, 0; q, t) =

{
Eη−(x1, . . . , xN−1; q, t) if ηN = 0 ,
0 if ηN ̸= 0 .

where η− = (η1, . . . , ηN−1).

3.2. Action of Ti. The second one gives the action of the operators Ti on Eη:

TiEη =



(
t−1

1−δ−1
i,η

)
Eη + tEsiη if ηi < ηi+1 ,

tEη if ηi = ηi+1 ,(
t−1

1−δ−1
i,η

)
Eη +

(1−tδi,η)(1−t−1δi,η)
(1−δi,η)2

Esiη if ηi > ηi+1 ,

where δi,η = η̄i/η̄i+1 and siη = (η1, . . . , ηi−1, ηi+1, ηi, ηi+2, . . . , ηN ).

3.3. Recursivity. The third property, together with the previous one, allows to construct the
non-symmetric Macdonald polynomials recursively. Given Φq = t1−NTN−1 · · ·T1x1, we have that
[5]

ΦqEη(x; q, t) = trη(1)−NEΦη(x; q, t)

where Φη = (η2, η3, . . . , ηN−1, η1 + 1).
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3.4. Symmetry. For the last property we need introduce the following specialization

Definition 40. We define the evaluation u∅ on any function f(x) as

u∅
(
f(x1, . . . , xN )

)
= f

(
1, t, . . . , tN−1

)
(3.1)

and for any f(x) and g(x) Laurent polynomials in x1, . . . , xN , we define

[f(x), g(x)] := u∅
(
f(Y −1)g(x)

)
.

The symmetry says that
[f, g] = [g, f ]

for any Laurent polynomials f(x) and g(x) in x1, . . . , xN .

4. Symetrization operators

In this section we will introduce operators that will allow us to define the classical Macdonald
polynomials and their variations. We will later see that the symmetric Macdonald polynomials are
essentially symmetrized versions of the non-symmetric Macdonald polynomials.

Definition 41. Let be I ⊂ [N ], we introduce the the symmetrization and antisymmetriza-
tion operators

SI =
∑
σ∈SI

Kσ and AI =
∑
σ∈SI

(−1)ℓ(σ)Kσ (4.1)

together with the t-symmetrization and t-antisymmetrization operators

StI =
∑
σ∈SI

Tσ and At
I =

∑
σ∈SI

(−1)ℓ(σ)Tσ (4.2)

where SI stands for the permutation group of the elements in I

For simplicity, when I = [N ] we denote the operator as

StN =
∑

σ∈SN

Tσ (4.3)

There are some relations between the operators introduced in Definition 41. For this, we shall
introduce the next notation.

Definition 42. Let [N ] = {1, . . . , N}. For I a subset of [N ], recall that

∆I(x) =
∏
i,j∈I
i<j

(xi − xj) , ∆t
I(x) =

∏
i,j∈I
i<j

(txi − xj) and AI(x) =
∏
i,j∈I
i<j

(
txi − xj
xi − xj

)
(4.4)

For simplicity, when I = [m] = {1, . . . ,m}, we will use the notation ∆m(x), ∆t
m(x) or Am(x)

instead of ∆[m](x), ∆
t
[m](x) or A[m](x).

The following proposition will relate the t-symmetrization operators and the symmetrization
operators defined in Definition 41,

Proposition 43. We have the follow relations

StI = SI

∏
i,j∈I
j<i

(
txi − xj
xi − xj

) and At
I = t(

|I|
2 )∆

t
I

∆I
AI

Proposition 44. We have the following equalities

Ti Stm+1,N = Stm+1,N Ti = tStm+1,N for i = m+ 1, . . . , N − 1
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CHAPTER 3

Symmetric functions

Symmetric functions naturally appear in several areas of mathematics. In this chapter, we will
provide their formal definition, offer some examples of bases, and then proceed to define symmetric
Macdonald polynomials by symmetrizing non-symmetric Macdonald polynomials. For this, we will
heavily rely on [23]. Additionally, we will demonstrate some fundamental properties of Macdonald
polynomials. While there are elegant ways to prove these properties, as is done in [20], we will employ
the theory of non-symmetric Macdonald polynomials presented in Chapter 2, utilizing techniques
outlined in [21], [23], and [25]. The reason for taking this approach is that these techniques will
later be applied to the variations of Macdonald polynomials that we will consider in Chapters 4 and
5.
This chapter thus has two main purposes. First, to introduce and motivate Macdonald polynomials
and their properties, and second, to provide a guide on how to prove the analogous properties in
wider contexts.

1. The ring of symmetric functions

In this section we will introduce the basic topics in symmetric function theory. Most of this
chapter is taken from [21].

The space of symmetric polynomials in n variables is the space of polynomials inQ[x1, . . . , xn]
that are invariant under the symmetric group action, i.e.

Λn = Q[x1, . . . xn]
Sn = {f ∈ Q[x1, . . . xn] | σ · f = f for all σ ∈ Sn}.

Example 45. For example, we have

(1) f(x1, x2) = x21 + 2x1x2 + x22 ∈ Λ2,
(2) f(x1, x2, x3) = x1x2 + x21 + x2x3 + x22 + x1x3 + x23 ∈ Λ3.

This space has a graded structure given by

Λn =
⊕
k≥0

Λk
n

where Λk
n is the space of homogeneous symmetric polynomials of degree k in n variables. In this

theory, it is often more convenient to work with infinitely many variables given that when the
number of variables is large enough the symmetric polynomials essentially cease to depend on the
number of variables. To do this, consider the homomorphism

ρ : Q[x1, . . . xn+1]→ Q[x1, . . . xn]

f 7→ f |xn+1=0.

Its restriction to the space Λk
n is bijective for all n ≥ k, so we can take the inverse limit as a graded

ring

Λk = lim←−Λk
n
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where the elements in Λk are sequences (fn)n≥0 with fn ∈ Λk
n with the condition fn+1(x1, . . . , xn, 0) =

fn(x1, . . . , xn) for all n ≥ k, this means, the polynomials are essentially the same for n ≥ k. We
define the ring of symmetric functions as

Λ =
⊕
k≥0

Λk

Remark 46. We have by (30) that if a polynomial f(x1, . . . , xN ) is such that Tif(x1, . . . , xN ) =
tf(x1, . . . , xN ), then f(x1, . . . , xN ) is symmetric in the variables xi and xi+1. Moreover, for any
polynomial f(x1, . . . , xN ), we get from Proposition 44 that StNf(x1, . . . , xN ) is symmetric. We thus
conclude that symmetric polynomials and t-symmetric polynomials are the same.

2. Bases of the ring of symmetric functions

We want to study certain bases of the ring of symmetric functions, putting a special emphasis
on their combinatorial properties.

Monomial symmetric functions. It is an elementary fact that the monomials xη, fol all
compositions η, form a basis for the space Q[x1, . . . , xn], where

xη = xη1

1 · · ·xηn
n

We can thus naturally define a family of monomial symmetric polynomials by acting with the
symmetrization operator on xη, i.e.

SN · xη =
∑

σ∈SN

σ · xη =
∑

σ∈SN

xσ(η).

Let GN,λ = {σ ∈ SN | σλ = λ} be the stabilizer subgroup of λ. Note that each monomial
appears |GN,λ| times in the r.h.s. of the previous equation∑

σ∈SN

xσ(η) = |GN,λ|
∑

σ∈SN/GN,λ

xσ(η).

In order to have monomials without coefficients, we define the monomial symmetric polynomial as
follows.

Definition 47. Given λ a partition, we define the monomial symmetric function as

mλ(x1, . . . , xN ) =
1

|GN,λ|
SN · xη

where η is any composition such that η+ = λ.

Example 48. We have some examples

• m(1)(x1, x2) = x1 + x2,

• m(2,1,1)(x1, x2, x3) = x21x2x3 + x22x1x3 + x23x1x3,

• m(2,2)(x1, x2, x3) = x21x
2
2 + x21x

2
3 + x22x

2
3.

Remark 49. Note that the set of all the mλ’s, where λ runs over all partitions, is a natural
basis of Λ.
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Elementary symmetric functions.

Definition 50. For r ≥ 0, we define the elementary symmetric function as

er = m(1r)

We can then extend this definition to a partition λ in the following way

eλ = eλ1
· · · eλn

Example 51. Here are some examples of elementary symmetric functions.

• e1(x1, x2, x3) = x1 + x2 + x3,
• e2(x1, x2, x3) = x1x2 + x1x3 + x2x3,
• e(3)(x1, x2, x3) = x1x2x3,

• e(2,1,1)(x1, x2, x3) = (x1x2 + x1x3 + x2x3)(x1 + x2 + x3)
2.

The generating function for the elementary symmetric functions is given by

E(t) =
∑
r≥0

ert
r =

∏
i≥1

(1 + xit).

Proposition 52. The elementary symmetric functions have a triangular decomposition into
monomial symmetric functions

eλ′ = mλ +
∑
µ<λ

aλµmµ

where aλµ are non-negative integers, and µ < λ is the dominance order introduced in Definition 16.

Homogeneous symmetric functions.

Definition 53. For r ≥ 0, we define the complete symmetric function as

hr =
∑
|λ|=r

mλ

We can extend again this definition to a partition λ in the following way

hλ = hλ1
· · ·hλn

.

Example 54. Here are some examples of homogeneous symmetric functions

• h1(x1, x2, x3) = m(1)(x1, x2, x3) = x1 + x2 + x3,

• h2(x1, x2, x3) = m(2)(x1, x2, x3) +m(1,1)(x1, x2, x3) = x21 + x22 + x23 + x1x2 + x1x3 + x2x3,
• h3(x1, x2, x3) = m(3)(x1, x2, x3) +m(2,1)(x1, x2, x3) +m(1,1,1)(x1, x2, x3),

• h(2,1)(x1, x2, x3) = (x21 + x22 + x23 + x1x2 + x1x3 + x2x3)(x1 + x2 + x3).

The generating function for the complete symmetric function is given by

H(t) =
∑
r≥0

hrt
r =

∏
i≥1

1

1− xit
.

Power sum symmetric functions.

Definition 55. For r ≥ 0, we define the power sum symmetric function as

pr =

N∑
i=1

xri

As usual, we extend this definition to a partition λ:

pλ = pλ1
· · · pλn

.
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Example 56. Here are some examples of power sum symmetric functions

• p1(x1, x2, x3) = x1 + x2 + x3,
• p2(x1, x2, x3) = x21 + x22 + x23,
• p(2,1)(x1, x2, x3) = (x21 + x22 + x23)(x1 + x2 + x3).

The generating function for the power symmetric function is given by

P (t) =
∑
r≥0

prt
r =

∏
i≥1

xi
1− xit

.

3. Symmetric Macdonald polynomials

In this section, we will define Macdonald polynomials, demonstrate their stability as the number
of variables increases, and provide a characterization using the Macdonald operator. The results of
this chapter are taken mostly from [23].

Definition 57. We define the symmetric Macdonald polynomials as

Pλ(x1, . . . , xN ; q, t) =
1

uλ,N (t)
StN Eηλ,N

(x1, . . . , xN ; q, t)

where ηλ,N = (λN , . . . , λ2, λ1) with the normalization constant uλ,N (t) given by

uλ,N (t) =

∏
i≥0

[nλ(i)]t−1 !

 tN(N−1)/2

where nλ(i) is the number of entries in λ1, . . . , λN that are equal to i (note that i can be equal to
zero), and where

[k]q =
(1− q)(1− q2) · · · (1− qk)

(1− q)k
.

Remark 58. Observe that the normalization constant uλ,N (t) is chosen such that the coefficient
of mλ in Pλ(x; q, t) is equal to 1.

The first consequence we draw from the non-symmetric world is analogous to the stability in
Section 3.1, stating that as the number of variables increases, Macdonald polynomials are essentially
the same. As such, Macdonald polynomials only depend on the partition λ.

Proposition 59. [Stability] The symmetric Macdonald polynomial Pλ is stable with respect
the number of variables, that is,

Pλ(x1, . . . , xN−1, 0; q, t) =

{
Pλ(x1, . . . , xN−1; q, t) if N > ℓ(λ)
0 otherwise

.

Proof. From the definition of Pλ it suffices to prove that

[StNEηλ,N
]xN=0 =


uλ̄,N−1(t)

uλ,N (t)
StN−1Eηλ,N−1

if λN = 0

0 if λN ̸= 0

where λ̄ = (λ1, . . . , λN−1) and ηλ,N−1 = (0, λN−1, . . . , λ1), note that from Property ??

StN = StN−1(1 + TN−1 + TN−1TN−2 + · · ·+ TN−1 · · ·T1)
so that

[StNEηλ,N
]xN=0 = [StN−1(1 + TN−1 + TN−1TN−2 + · · ·+ TN−1 · · ·T1)Eηλ,N−1

]xN=0
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Now, if λ has k = nλ(0) zero entries, it is easy to see from Properties 3.1 and 3.2 that

[TN−1 · · ·TiEη]xN=0 =


tN−iEηλ,N−1

if i ≤ k

0 if i > k

which then implies that

[StNEηλ,N
]xN=0 =


tN−k[k]tStN−1Eηλ,N−1

if i ≤ k

0 if i > k

with tN−k[k]t = cλ̄/cλ. □

The characterization of Macdonald polynomials provided in Definition 57 is not very practical
because we first need to construct non-symmetric Macdonald polynomials and then take a sum over
the symmetric group. This process can be computationally challenging for large values of N . In this
section, we will present another characterization as eigenfunctions of a certain operator. Motivated
by Proposition 37, we will define the Macdonald operator.

Definition 60. We define the Macdonald operator as

EN = DN −
N∑
i=1

t1−i

where
DN = Y1 + · · ·+ YN .

This operator satisfies very strong properties.

Proposition 61. The symmetric Macdonald polynomials are simultaneous eigenfunctions of
the operator EN . To be precise,

ENPλ = cλPλ

where cλ is given by,

η̄1 + · · ·+ η̄N −
N∑
i=1

t1−i

with η̄i = qηit1−rη(i).

Proof. Since Pλ = StNEηλ,N
and DNStN = StNDN , we have

ENPλ =
1

uλ,N (t)
ENStNEηλ,N

,

=
1

uλ,N (t)

(
DN −

N∑
i=1

t1−i

)
StNEηλ,N

,

=
1

uλ,N (t)
StN

(
DN −

N∑
i=1

t1−i

)
Eηλ,N

,

=
1

uλ,N (t)
StN

(
η̄1 + · · ·+ η̄N −

N∑
i=1

t1−i

)
Eηλ,N

,

=

(
η̄1 + · · ·+ η̄N −

N∑
i=1

t1−i

)
Pλ

= cλPλ,

which completes the proof. □
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We have our second characterization of the symmetric Macdonald polynomials. The proof of
the next Lemma can be found in [23]:

Proposition 62. [Triangularity] The symmetric Macdonald polynomials form the unique
basis of the space of symmetric polynomials such that

(1) the decomposition over the monomials are triangular

Pλ = mλ +
∑
µ<λ

cµ,λmµ

where < is the dominance order in partitions.
(2)

ENPλ = cλPλ

This characterization is still not ideal since it depends on the number of variables (since the
action of EN depends on N). It will prove nevertheless crucial in the next section for proving the
orthogonality.

4. Orthogonality

In the previous section, we observed that Macdonald polynomials can be characterized by being
eigenfunctions of an operator as well as having a triangular expansion in terms of the symmetric
monomials. In this section, we will explore another characterization of Macdonald polynomials
wchich asserts that they are orthogonal with respect to an inner product. Together with the tri-
angularity, this inner product uniquely determines these polynomials. Most of this chapter can be
found in [20].

Definition 63. We define the following scalar product on the power-sum symmetric functions:

⟨pλ, pµ⟩ = δλµzλ(q, t)

where

zλ(q, t) = zλ

ℓ(λ)∏
i=1

1− qλi

1− tλi
and zλ =

∏
i≥1

imimi!,

where mi is the number of times that i appear in λ.

We will prove that the symmetrics Macdonald polynomials are orthogonal with respect to the
above scalar product. For this, we have to define the following kernel

Definition 64. The symmetric kernel is

K0 =
∏
i,j

(txiyj ; q)∞
(xiyj ; q)∞

with (a; q)∞ =

∞∏
i=1

(1− aqi−1)

.

Lemma 65. We have the following relation

K0 =
∑
λ

zλ(q, t)
−1pλ(x)pλ(y).
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Proof. We calculate

log(K0) =
∑
i,j

∑
r≥0

(log(1− qrtxiyj)− log(1− qrxiyj))

=
∑
i,j

∑
r≥0

∑
n≥1

1

n
(1− tn)(qrxiyj)n

=
∑
i,j

∑
n≥1

1

n

1− tn

1− qn
(xiyj)

n

=
∑
n≥1

1

n

1− tn

1− qn
pn(x)pn(y),

from which it follows that

K0 =
∏
n≥1

exp

(
1

n

1− tn

1− qn
pn(x)pn(y)

)
=
∏
n≥1

∑
rn≥0

1

nrnrn!

(1− tn)rn
(1− qn)rn

pn(x)
rnpn(y)

rn

From the r.h.s. of the equation it is then clear that the coefficient of pλ(x)pλ(y) is zλ(q, t)
−1. □

The next lemma gives us a connection between the scalar product introduced in Definition 63
and the kernel K0 defined above.

Lemma 66. Let {uλ}, {vµ} be bases of the space of symmetric functions. Then the following
criteria is verified

K0 =
∑
λ

uλ(x)vλ(y)⇐⇒ ⟨uλ, vµ⟩ = δλµ.

Proof. Let p∗λ = zλ(q, t)
−1pλ, so that ⟨p∗λ, pµ⟩ = δλµ. Because uλ and vµ are symmetric

functions, we can write

uλ =
∑
ρ

aλρp
∗
ρ and vµ =

∑
σ

aµσpσ

We then have

⟨uλ, vµ⟩ =
∑
ρ

aλρbµρ

so the r.h.s. of the equivalence amounts to∑
ρ

aλρbµρ = δλµ (a)

From Lemma 65, the l.h.s. of the equivalence gives∑
λ

uλ(x)uλ(y) =
∑
ρ

p∗ρ(x)pρ(y)

from which we deduce that the l.h.s. of the equivalence takes the form∑
λ

aλρbλσ = δρσ. (b)

Since (a) and (b) are equivalent, this concludes the proof. □

The following lemma is the key point in demonstrating the orthogonality of Macdonald poly-
nomials, this can be found in [20]

Lemma 67. The operator defined in 79 is symmetric if you exchanges operators in x or y:

E(x)K0 = E(y)K0
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Theorem 68. [Cauchy formula] We have the following relationship between the symmetric
kernel and the symmetric Macdonald polynomials:

K0 =
∑
λ

b−1
λ (q, t)Pλ(x)Pλ(y).

Proof. First, note that we can write K0 as

K0 =
∑
λ,µ

dλµ(q, t)Pλ(x)Pµ(y)

this is because K0 is symmetric in x and y, and Pλ is a basis of the space of symmetric functions.
Furthermore,

ExK0 =
∑
λ,µ

dλµ(q, t)E
xPλ(x)Pµ(y) =

∑
λ,µ

dλµ(q, t)cλ = dλµ(q, t)cλ(q, t)Pλ(x)Pµ(y)

and, because ExK0 = EyK0, we have the relation

dλµ(q, t)cλ(q, t) = dλµ(q, t)cµ(q, t)

But cλ is uniquely determined by λ, so we conclude that dλµ = 0 unless λ = µ. Taking dλλ = b−1
λ

proves the theorem. □

Theorem 69. [Orthogonality] The Macdonald polynomials are orthogonal with respect to the
scalar product in Definition 63, i.e.

⟨Pλ, Pµ⟩ = 0 if λ ̸= µ

and
⟨Pλ, Pλ⟩ = bλ(q, t)

for some coefficient bλ(q, t) that we will give explicitly in the next section.

Proof. Both equations are direct consequence of Lemmas 67 and 66. □

We are now in a position to state yet another characterization of Macdonald polynomials.

Proposition 70. The symmetric Macdonald polynomials are the unique basis of the space of
symmetric polynomials which satisfy:

(1) the decomposition in monomials is triangular

Pλ = mλ +
∑
µ<λ

cµ,λmµ

(2)
⟨Pλ, Pµ⟩ = 0 if λ ̸= µ.

Proof. By the Theorem 69 and 62, we know that Macdonald polynomials satisfy (1) and
(2). On the other hand, properties (1) and (2) determine uniquely these polynomials from the
Gram-Schmidt process. □

This definition of Macdonald polynomials has the advantage of not depending explicitly on the
variables x1, x2, . . . . As such, it allows to compute Macdonald polynomials explicitly.

If we analyze what has been done in this section, we can see that a relation was established
between the kernel and the scalar product. Then, we proved Lemma 67, which was fundamental as
it led quite directly to the orthogonality. In general, this method will be the standard approach:
search for a kernel on which the Macdonald operator acts symmetrically with respect to variables
x and y. This in turn translates into an orthogonality relation with respect to the scalar product
associated to the kernel.

24



5. Symmetries

In this section, we will explore remarkable symmetries satisfied by the Macdonald polynomials.
These symmetries will provide us with useful tools to demonstrate more intricate properties.

Theorem 71. [Symmetry] The Macdonald polynomials Pλ satisfy the following symmetry

Pλ(x1, . . . , xN ; q, t) = Pλ(x1, . . . , xN ; q−1, t−1)

Proof. It is immediately from Definition 63 that

zλ(q
−1, t−1) = (q−1t)|λ|zλ(q, t),

We then have that

⟨f, g⟩q−1,t−1 = (q−1t)n⟨f, g⟩q,t.
Thus, Pλ(x1, . . . , xN ; q−1, t−1) is Pλ(x1, . . . , xN ; q, t), up to a constant. But by Theorem 69, the
coefficient of mλ in Pλ(x1, . . . , xN ; q−1, t−1) and Pλ(x1, . . . , xN ; q, t) is 1, which entails that

Pλ(x1, . . . , xN ; q, t) = Pλ(x1, . . . , xN ; q−1, t−1),

as we wanted. □

Definition 72. We define the principal evaluation uλ on any symmetric function f(x) as

uλ
(
f(x1, . . . , xN )

)
= f

(
q−λ1t0, . . . , q−λN tN−1

)
. (5.1)

Remark 73. Note that in the case λ = (0N ) we have uλ = u∅, where u∅ was defined in (3.1).

Lemma 74. If f is a symmetric function in N variables then

f(Y −1)Pλ(x; q, t) = uλ(f)Pλ(x; q, t). (5.2)

Proof. Let η = ηλ,N . We have that Y −1
i Eη = η̄−1

i Eη, where we recall that η̄i = qηit1−rη(i).
Using the fact that f is symmetric, we then have that

f(Y −1
1 , . . . , Y −1

N )Pλ(x; q, t) = f(Y −1
1 , . . . , Y −1

N )dη(q, t)StNEη

= dη(q, t)StNf(Y −1
1 , . . . , Y −1

N )Eη

= dη(q, t)StNf(η̄−1
1 , . . . , η̄−1

N )Eη

= f(η̄−1
1 , . . . , η̄−1

N )Pλ(x; q, t).

It is easy to see that because f is symmetric f(η̄−1
1 , . . . , η̄−1

N ) is exactly the evaluation defined in
(72), which completes the proof. □

Example 75. We have,

(1) u∅(P(3,1,1)) =
t3(t3 − 1)(qt3 − 1)

(t− 1)(qt− 1)
,

(2) u(3,2,1)(P(3,1,1)) =
t3(q2t2 + qt+ 1)(q3t3 − q2t2 − q2t+ qt2 + qt− 1)

(qt− 1)q12
.

Note that in the first example, we have a simple factorization. Later, we will prove that u∅(Pλ)
always has a beautiful factorization. However, this is not the case in general. As seen in the
second example, the expression is not elegant at all. Although we lack an explicit expression for the
evaluation uλ, we will see that it obeys a very beautiful symmetry. Since u∅(Pλ(x, q, t)) ̸= 0 we can
define

Definition 76. Let P̃λ(x, q, t) be the normalization of the Macdonald polynomials given by

P̃λ(x, q, t) =
Pλ(x; q, t)

u∅(Pλ(x, q, t))
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Proposition 77. [Self-duality] The following symmetry holds:

uµ(P̃λ) = uλ(P̃µ)

Proof. For f(x) and g(x) Laurent polynomials in x1, . . . , xN , we get from (3.4) that the pairing

[f(x), g(x)] := u∅
(
f(Y −1)g(x)

)
is such that [f, g] = [g, f ]. From Lemma 74, we thus get

[Pλ(x, q, t), Pµ(x, q, t)] = u∅
(
Pλ(Y

−1
i )Pµ(x, q, t)

)
= uµ(Pλ(x, q, t))u∅

(
Pµ(x, q, t)

)
From the symmetry of the pairing [·, ·], it then follows that

uµ(Pλ(x, q, t))u∅
(
Pµ(x, q, t)

)
= uλ(Pµ(x, q, t))u∅

(
Pλ(x, q, t)

)
which proves the proposition. □

Example 78.

u(4,4,3,2,2,1)(P̃(6,6,2,1,1)) = u(6,6,2,1,1)(P̃(4,4,3,2,2,1))

6. Operator and Pieri rules

We obtained earlier a characterization of the Macdonald polynomials as eigenfunctions of the
Macdonald operator. In this section, we will provide an explicit formula for this operator. In fact,
more generally, we will see that Macdonald polynomials are eigenfunctions of a commuting family of
q-difference operators. Additionally, we will demonstrate the Pieri rules for Macdonald polynomials,
which are impressive combinatorial rules for the product of an elementary symmetric function and
a Macdonald polynomial.

Definition 79. For r = 1, . . . , N , we let the q-difference operator DN
r be

DN
r =

∑
|I|=r

AI(x, t)
∏
i∈I

τi

where

AI(x, t) = tr(r−1)/2
∏

i∈I,j ̸∈I

txi − xj
xi − xj

.

Example 80. We have that

D3
2 = t

(
tx1 − x3
x1 − x3

)(
tx2 − x3
x2 − x3

)
τ1τ2+t

(
tx2 − x1
x2 − x1

)(
tx3 − x1
x3 − x1

)
τ2τ3+t

(
tx1 − x2
x1 − x2

)(
tx3 − x2
x3 − x2

)
τ1τ3.

The following proposition essentially tells us that over the space of symmetric functions, the
operators DN

r act like elementary functions of Cherednik operators.

Proposition 81. [Operator] Let f be a symmetric function. Then

er(Y )f = tr(1−N)DN
r f.

Proof. From Lemma 95, we have

er(Y )f =
1

[N − r]![r]!
StNYN−r+1 · · ·YNf,

From Lemma 94, this then implies that

er(Y )f =
t(r+1−2N)r/2

[N − r]![r]!
StNτN−r+1 · · · τNf,
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from which we deduce that

er(Y )f =
t(r+1−2N)r/2

[N − r]![r]!
∑

σ∈SN

σ

 ∏
i,j∈[N−r+1,N ]

i<j

Aj,i

 τN−r+1 · · · τNf. (a)

Notice that by symmetry we just have to prove the proposition for J = [N − r + 1, N ], so we will
find the coefficient of τN−r+1 · · · τN in (a). Moreover, the coefficient is given by

t(r+1−2N)r/2

[N − r]![r]!
∑

σ∈SN

σ(Ir)=Ir

σ

 ∏
i,j∈[N−r+1,N ]

i<j

Aj,i

 τN−r+1 · · · τNf

which, from Lemma 93, says that

t(r+1−2N)r/2AJ×LτN−r+1 · · · τNf
is the coefficient of τN−r+1 · · · τN in DN

r , where L = [N ] \ J . □

Remark 82. Previous Lemma said that DN
r is essentially er(Y ) and since the operators Yi

commute with each others, it immediately follows that the Macdonald operators commute among
themselves. Moreover, the Lemma 74 also works for Yi, then taking f = er, we obtain that Macdonald
polynomials are eigenfunctions of the er(Y ) operators, and because DN

r is essentially er(Y ) we have
that the Macdonald polynomials are eigenfuntions of the Macdonald operators DN

r .

Lemma 83. Let θ be a {0, 1}-tuple with exactly r entries equal to 1. We have that uλ(AI(x, t)) ̸=
0 iff λ+ θ is a partition.

Proof. We calculate

uλ(AI) =
∏
i<j

qλitN−i+θi − qλj tN−j+θj

qλitN−i − qλj tN−j

If uλ(AI) = 0 then there exist i and j such that i < j, λi = λj and i−j = θi−θj . Since |θi−θj | ≤ 1,
it follows that j = i + 1, θi = 0 and θj = 1, so that λi = λi+1 with λi + θi < λi+1 + θi+1. This
means that λ+ θ is not a partition.
Conversely, if λ+ θ is not a partition then there exists an i ≤ n− 1 such that λi = λi+1, θi = 0 and
θj = 1, whence uλ(AI) = 0. □

The Macdonald polynomials are known to form a basis of the space of symmetric functions.
Furthermore, considering r ∈ N and λ a partition, the expression er(x)Pλ is also a symmetric
function. Therefore, we can represent it as a linear combination of Macdonald polynomials,

er(x)Pλ(x) =
∑
µ

Cλ,µPµ

However, we have no information a priori about the partitions µ and the coefficients Cλ,µ. The Pieri
rules are an impressive property of Macdonald polynomials that provide an explicit combinatorial
expressions for the partitions µ and the coefficients Cλ,µ. It turns out that it is simpler to first

obtain the Pieri rules for P̃λ defined in Definition 76.

Theorem 84. [Pieri Rule] We have the following Pieri rules for the symmetric Macdonald
polynomials

er(x)P̃λ =
∑
µ

C̃λ,µP̃µ

where λ/µ is a vertical r-strip and the coefficients are given by

C̃λ,µ = uµ(AI(x; t)).
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Proof. For each partition ν we know from Lemma 74 that

er(Y )P̃ν = uν(er)P̃ν

On the other hand, from Proposition 81 we get

er(Y )P̃ν =
∑
|I|=r

AI(x; t)
∏
i∈I

τiPν

Joining the two previous equations leads to

uν(er)P̃ν =
∑
|I|=r

AI(x; t)
∏
i∈I

τiP̃ν

Then, applying the evaluation uµ on both sides of the equation gives

uν(er)uµ(P̃ν) =
∑
|I|=r

uµ(AI(x; t))
∏
i∈I

τiuµ(P̃ν)

From
∏

i∈I τiuµ(P̃ν) = uµ+I(P̃ν), this simplifies to

uν(er)uµ(P̃ν) =
∑
|I|=r

uµ(AI(x; t))uµ+I(P̃ν)

Applying the symmetry in Poroposition 77, we obtain

uν(er)uν(P̃µ) =
∑
|I|=r

uµ(AI(x; t))uν(P̃µ+I)

Because ν can be any partition, we can conclude that the above equations holds for any value of
the variables:

er(x)P̃µ(x) =
∑
|I|=r

uµ(AI(x; t))P̃µ+I(x)

where, from Lemma 83, the coefficient is non-zero only if µ+ I is a partition (in which case it is a
vertical strip). □

The previous proof is found in Macdonald’s book [21] and essentially tells us that, having the
operator er(Y ) explicitly as well as the self-duality, gives us the Pieri rules. This will be the canonical
method we use in this document to derive Pieri rules.

Corollary 85. We have the following Pieri rules for the symmetric Macdonald polynomials

er(x)Pλ =
∑
µ

Cλ,µPµ

where λ/µ is a vertical r-strip and the coefficients are given by

Cλ,µ =
uµ(AI(x; t))u∅(Pµ)

u∅(Pµ+I)
.

Proof. It is immediate from Definition 76 and Theorem 84. □

7. Combinatorial formulas

So far, we have defined Macdonald polynomials, characterized them and explored their algebraic
properties. However, we have not yet seen how these properties are connected to combinatorics. In
this section, we will explore the combinatorial form of Pieri rules, from which we will deduce the
principal evaluation and the norm squared. This section is primarily based on [25].

Definition 86. For k ∈ N, we define

(a; q)k = (1− a)(1− qa) · · · (1− qk−1a)
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Theorem 87. [Combinatorial Pieri Rule] The symmetric Macdonal polynomials satisfy the
following Pieri rules:

er(x)P̃λ =
∑
µ

C̃λ,µP̃µ

where λ/µ is a vertical r-strip and the coefficient is given by

C̃λ,µ =

tn(λ)
∏
s∈λ

(1− qaλ(s)tN−l′λ(s))

tn(µ)
∏
s∈µ

(1− qaµ(s)tN−l′µ(s))
·

∏
s∈µ∩Rλ/µ

(1− qaµ(s)tlµ(s)+1)

∏
s∈λ∩Rλ/µ

(1− qaλ(s)tlλ(s)+1)

∏
s∈µ∩Rλ/µ

(1− qaµ(s)+1tlµ(s))

∏
s∈λ∩Rλ/µ

(1− qaλ(s)+1tlλ(s))

with Rλ/µ denoting the union of the rows intersecting the vertical strip λ/µ.

Proof. Let λ/µ be a vertical r-strip. We can then write λ = µ+ I, with I ⊂ [N ] and |I| = r.

Using Theorem 84 and Definition 79, the coefficient of P̂λ in the expansion is

C̃λ,µ = uµ(AI(x; t)) = uµ

tr(r−1)/2
∏

i∈I,j∈J

1− txi/xj
1− xi/xj


where J = Ic. Applying uµ, we obtain

C̃λ,µ = tr(r−1)/2
∏

1≤a<b≤N
a∈I,b∈J

1− qµa−µbtb−a+1

1− qµa−µbtb−a

∏
1≤a<b≤N
a∈J,b∈I

1− qµa−µbtb−a−1

1− qµa−µbtb−a

For simplicity of notation, we will work with the conjugate partitions λ′, µ′ in Definition 86, noting
that they satisfy the interlacing property

n ≥ λ′1 ≥ µ′
1 ≥ λ′2 ≥ µ′

2 ≥ · · ·

The sets I and J can then be expressed as the following disjoint unions

I =
⋃

k≥1 Ik Ik = (µ′
k, λ

′
k]

J =
⋃

k≥1 Jk Jk = (λ′k, µ
′
k−1]

(7.1)

where (a, b] = {k ∈ Z | a < k ≤ b} and µ′
0 = λ′0 = N . Note that, µi = k − 1, λi = k if i ∈ Ik and

µj = λj = k − 1 if j ∈ Jk. We then have

C̃λ,µ = tr(r−1)/2
∏
j≤i
a∈Ii
b∈Jj

(1− qi−jtb−a+1)

(1− qi−jtb−a)

∏
i<j
a∈Jj

b∈Ii

(1− qi−jtb−a+1)

(1− qi−jtb−a)

Note that, if we fix i, j and a, we have, using Jj = (λ′j , µ
′
j−1], that∏

b∈Jj

1− qi−jtb−a+1

1− qi−jtb−a
=

1− qi−jtµ
′
j−1−a+1

1− qi−jtλ
′
j−a+1

,

From the definition of Ii = (µ′
i, λ

′
i], we can then express this product as

C̃λ,µ = tr(r−1)/2
∏
j≤i

(qi−jtµ
′
j−1−λ′

i+1; t)λ′
i−µ′

i

(qi−jtλ
′
j−λ′

i+1; t)λ′
i−µ′

i

∏
i<j

(qi−jtµ
′
i−µ′

j−1+1; t)µ′
j−1−λ′

j

(qi−jtλ
′
i−µ′

j−1 ; t)µ′
j−1−λ′

j
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By separating the term j = 1 in the numerator of the first product and making a change of variables,
we obtain

C̃λ,µ = tr(r−1)/2
∏
1≤j

(qj−1tN−λ′
j+1; t)λ′

j−µ′
j

∏
j<i

(qj−i−1tµ
′
j−λ′

j+1; t)λ′
j−µ′

j∏
j≤i

(qj−itλ
′
i−λ′

j+1; t)λ′
j−µ′

j

∏
i<j

(qi−jtµ
′
i−µ′

j+1; t)µ′
j−λ′

j+1∏
i≤j

(qi−jtλ
′
i−µ′

j ; t)µ′
j−λ′

j+1

,

Finally, using the combinatorial notation, we conclude that

C̃λ,µ =

tn(λ)
∏
s∈λ

(1− qaλ(s)tN−l′λ(s))

tn(µ)
∏
s∈µ

(1− qaµ(s)tN−l′µ(s))
·

∏
s∈µ∩Rλ/µ

(1− qaµ(s)tlµ(s)+1)

∏
s∈λ∩Rλ/µ

(1− qaλ(s)tlλ(s)+1)

∏
s∈µ∩Rλ/µ

(1− qaµ(s)+1tlµ(s))

∏
s∈λ∩Rλ/µ

(1− qaλ(s)+1tlλ(s))
,

as wanted. □

Theorem 88. [Principal Evaluation] The principal evaluation of a Macdonald polynomial
has the following combinatorial formula:

u∅(Pλ(x; q, t)) = tn(λ)
∏
s∈λ

(1− qa(s)tN−ℓ′(s))

(1− qa(s)tℓ(s)+1)

Proof. We have from Theorem 84 that

er(x)P̃µ =
∑
ν

C̃µ,ν P̃ν , (7.2)

Keeping in mind that we can rewrite P̃λ as

P̃λ =
mλ(x)

u∅(Pλ)
+ lower terms

we can take λ = µ+ (1)r and compare the coefficient of mλ on each side of (7.2). This yields

1

u∅(Pµ)
= C̃λµ

1

u∅(Pλ)

and therefore

u∅(Pλ) = C̃λµu∅(Pµ)

where the coefficient C̃λµ is given in Theorem 87. In this case µ ∩ Rλ/µ = µ/Rλ/µ = λ/Rλ/µ = ∅,
from which we get the following recurrence formula

u∅(Pλ) = tn(λ/µ)
∏

s∈λ/µ

(1− qaλ(s)tN−i+1)

(1− qaλ(s)+1tlλ(s))
u∅(Pµ),

Since P∅ = 1, we deduce the desired formula. □

Example 89. For λ = (3, 1, 1) we have

u∅(P(3,1,1)) = t3
(1− t3)
(1− q2t3)

(1− qt3)
(1− qt)

(1− q2t3)
(1− t)

(1− t2)
(1− t2)

(1− t)
(1− t)

= t3
(1− t3)
(1− t)

(1− qt3)
(1− qt)

Corollary 90. The symmetric Macdonald polynomials satisfy the following combinatorial
Pieri rules

er(x)Pλ =
∑
µ

Cλ,µPµ
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where λ/µ is a vertical r-strip, and where the coefficient C̃λ,µ is given by

C̃λ,µ =
∏

s∈λ/Rλ/µ

(1− qaλ(s)tlλ(s)+1)

(1− qaλ(s)+1tlλ(s))

∏
s∈µ/Rλ/µ

(1− qaµ(s)+1tlµ(s))

(1− qaµ(s)tlµ(s)+1)
=

∏
s∈Cµ/λ/Rµ/λ

(1− qaµ(s)+1tlµ(s))

(1− qaµ(s)tlµ(s)+1)
,

with Rλ/µ (resp. Cλ/µ) denoting the union of the rows (resp. columns) intersecting the vertical strip
λ/µ.

Proof. It is immediate from Definition 87 and Theorem 88. □

Example 91. Taking λ = (3, 2) and r = 2, we have

e2 · P(3,2) = ψλ(4,3)P(4,3) + ψλ(4,2,1)P(4,2,1) + ψλ(3,3,1)P(3,3,1) + ψλ(3,2,1,1)P(3,2,1,1),

where, for instance, the coefficient of P(4,2,1) is given by

ψλ(4,2,1) =

(
1− qt2

1− q2t

)(
1− q2

1− qt

)
.

The next combinatorial result can be found in [20]

Theorem 92. [Norm] The evaluation over the partition ∅ is given by the follow combinatorial
formula

⟨Pλ(x, q, t), Pλ(x, q, t)⟩ =
∏
s∈λ

1− qa(s)+1tℓ(s)

1− qa(s)tℓ(s)+1

8. Double affine Hecke algebra relations for Symmetric case

In this section, we establish a few results involving the Hecke algebra and the Double affine
Hecke algebra that we used in the previous sections.

Lemma 93. Let J ⊆ [N ] and L = [N ] \ J . We then have

∑
σ([N−r+1,N ])=J

σ∈SN

Kσ

 ∏
1≤i<j≤N

xi − txj
xi − xj

 = ar,N (t)AJ×L(x, x)

where r = |J | and
ar,N (t) = [r]t![N − r]t!

Proof. For convenience, we will let

ĀI(x) =
∏
i,j∈I
i<j

(
xi − txj
xi − xj

)

We first prove the special case when J = [r] and L = [r + 1, N ]. Let γ be the permutation
[r + 1, . . . , N, 1, . . . , r] (in one-line notation). In this case, we have∑

σ([N−r+1,N ])=[r]
σ∈SN

KσĀN (x)

=
∑

w∈Sr

∑
w′∈Sr+1,N

KwKw′KγĀN−r(x)Ā[N−r+1,N ](x)A[N−r+1,N ]×[N−r](x, x)

= A[r]×[r+1,N ](x, x)

( ∑
w∈Sr

KwĀr(x)

) ∑
w′∈Sr+1,N

Kw′Ā[r+1,N ](x)


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since w and w′ leave A[r]×[r+1,N ] invariant. Using [?]

StN · 1 =
∑

σ∈SN

KσĀN (x) = [N ]t! (8.1)

the formula is seen to hold in that case.

As for the general case, let δ be any permutation such that δ([r]) = J (and thus also such that
δ([r + 1, . . . , N ]) = L). Applied on both sides of the special case that we just showed, we get

∑
σ([N−r+1,N ])=[r]

σ∈SN

KδKσ

 ∏
1≤i<j≤N

xi − txj
xi − xj

 = ar,N (t)KδA[r]×[r+1,N ](x, x) = ar,N (t)AJ×L(x, x)

which amounts to ∑
δσ([N−r+1,N ])=J

δσ∈SN

Kδσ

 ∏
1≤i<j≤N

xi − txj
xi − xj

 = ar,N (t)AJ×L(x, x)

The lemma then follows immediately. □

We now show that the product YN−r+1 · · ·YN of Cherednik operators can be simplified quite
significantly in certain cases.

Lemma 94. Let r ≤ N . For any symmetric function f(x), we have that

YN−r+1 · · ·YNf(x) = t(r+1−2N)r/2τN−r+1 · · · τNf(x)

Proof. We first show that

YN−r+1 · · ·YN = t−r(r−1)/2(ωT̄1 · · · T̄N−r)
r (8.2)

The result obviously holds by definition when r = 1. Assuming that it holds for r− 1, we have that

YN−r+1 · · ·YN = YN · · ·YN−r+1

= t−(r−1)(r−2)/2(ωT̄1 · · · T̄N−r+1)
r−1
(
t−r+1TN−r+1 · · ·TN−1ωT̄1 · · · T̄N−r

)
Making use of the relation T̄i−1ω = ωT̄i, we can move the term T̄N−r+1 of every product to the
right to get

YN−r+1 · · ·YN = t−r(r−1)/2(ωT̄1 · · · T̄N−r)
r−1T̄N−1 · · · T̄N−r+1TN−r+1 · · ·TN−1ωT̄1 · · · T̄N−r

= t−r(r−1)/2(ωT̄1 · · · T̄N−r)
r

which proves (2.2) by induction.

Using T̄i−1ω = ωT̄i again and again, we then get from (2.2) that

YN−r+1 · · ·YN = t−r(r−1)/2ωr(T̄r · · · T̄N−1) · · · (T̄1 · · · T̄N−r)

If f(x) is a symmetric function, the rightmost N−r terms in every product in the previous equation
can be pushed to the right and made to act as 1/t on f(x). This yields,

YN−r+1 · · ·YNf(x) = t−r(N−r)−r(r−1)/2 τN−r+1 · · · τNf(x)
which proves the lemma. □

The next result shows that er(Y1, . . . , YN ) can be recovered from StN acting on YN−r+1 · · ·YN .

Lemma 95. For r ≤ N , we have that if f(x) is a symmetric function then

er(Y1, . . . , YN )f(x) =
1

[N − r]t![r]t!
StNYN−r+1 · · ·YNf(x)
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Proof. First, if w ∈ Sr and σ ∈ Sr+1,N then (TwTσ)YN−r+1 · · ·YN = YN−r+1 · · ·YN (TwTσ)
by (1.2). This yields

TwTσYN−r+1 · · ·YNf(x) = tℓ(w)+ℓ(σ)YN−r+1 · · ·YNf(x)
given that f(x) is symmetric. Hence, summing over all the elements of Sr × Sr+1,N in StN =∑

σ∈SN
Tσ gives a factor of [N − r]t![r]t! from (2.1). We thus have left to prove that

er(Y1, . . . , YN )f(x) =
∑

[σ∗]∈SN/(Sr×Sr+1,N )

Tσ∗YN−r+1 · · ·YNf(x)

where the sum is over all left-coset representatives σ∗ of minimal length. Such minimal length
representatives are of the form (in one-line notation) σ∗ = [i1, . . . , iN−r, iN−r+1, . . . , iN ] with i1 <
i2 < · · · < iN−r and iN−r+1 < iN−r+2 < · · · < iN . A reduced decomposition of σ∗ is then given by

(siN · · · sN−1) · · · (siN−r+1
siN−r+1+1 . . . sN−r) (8.3)

We will now see that the factor TiN−r+1
TiN−r+1+1 . . . TN−r of Tσ∗ changes YN−r+1 into YiN−r+1

and

leaves the rest of the terms invariant. First, we use the relation TiYi+1 = tYiT̄i to obtain

TN−rYN−r+1YN−r+2 · · ·YNf(x) = tYN−rT̄N−rYN−r+2 · · ·YNf(x) = YN−rYN−r+2 · · ·YNf(x)
Proceeding in this way again and again, we then get that

TiN−r+1
TiN−r+1+1 . . . TN−rYN−r+1YN−r+2 · · ·YNf(x) = YiN−r+1

YN−r+2 · · ·YNf(x)
as wanted. By assumption, all of the remaining indices of the sj ’s in (2.3) are larger than iN−r+1.
Hence YiN−r+1

will not be affected by the remaining terms in Tσ∗ . Following as we just did, it is
then immediate that

Tσ∗YN−r+1 · · ·YNf(x) = YiN−r+1
· · ·YiN f(x)

Finally, summing over all σ∗, the lemma is then seen to hold. □
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CHAPTER 4

The m-Symmetric Macdonald polynomials

In [18], aiming to understand Macdonald positivity, a novel class of Macdonald polynomials
was defined. The m-symmetric Macdonald polynomials are defined as the t-symmetrization of the
last variables of a non-symmetric Macdonald polynomial, while leaving the first m variables non-
symmetric. As such, they coincide with the symmetric Macdonald polynomials when m = 0, and
as m becomes sufficiently large, they transition into non-symmetric Macdonald polynomials. These
polynomials, remarkably, satisfy most of the properties of the Macdonald polynomials outlined
in the preceding chapter. This not only implies that these properties hold in the non-symmetric
case (for sufficiently large m) but also facilitates a seamless transition between the symmetric and
non-symmetric realms without sacrificing their inherent elegance.

1. The ring of m-symmetric functions

We define the ring Rm of m-symmetric functions as the subring of Q(q, t)[[x1, x2, x3, . . . ]] made
of formal power series that are symmetric in the variables xm+1, xm+2, xm+3, . . . . In other words,
we have

Rm ≃ Q(q, t)[x1, . . . , xm]⊗Λm

where Λm is the ring of symmetric functions in the variables xm+1, xm+2, xm+3, . . . .

Example 96. (1) We have that f(x1, x2, x3x4) = x1x2(x
2
3 + x24) is 2-symmetric,

(2) We have that f(x1, x2, x3x4) = x1x2x3x4 + x2x3 + x2x4 + x3x4 + x21 is 1-symmetric,

Remark 97. It is immediate that R0 = Λ is the usual ring of symmetric functions and that

R0 ⊆ R1 ⊆ R2 ⊆ · · · .

2. m-Partitions

We know that bases of the space of symmetric functions are indexed by partitions λ = (λ1 ≥
· · · ≥ λk > 0) while bases of the ring of polynomials are indexed by composition. Bases of Rm are
naturally indexed by m-partitions which are pairs Λ = (aaa;λ), where aaa = (a1, . . . , am) ∈ Zm

≥0 is a
composition with m parts, and where λ is a partition.

Definition 98. Given a composition aaa and a partition λ, a m-partition is Λ = aaa ∪ λ that
denote the partition obtained by reordering the entries of the concatenation of aaa and λ.

Λ = (aaa1, . . . , aaam;λm+1, . . . , λl)

We call the entries of aaa and λ the non-symmetric and symmetric entries of Λ respectively. The
non-zero entries Λi are called the parts of Λ. We define the length of Λ as ℓ(Λ) = m + ℓ(λ). The
degree of an m-partition Λ, denoted |Λ|, is the sum of the degrees of aaa and λ, that is,

|Λ| = a1 + · · ·+ am + λ1 + λ2 + · · · .

Observe that we use a different notation for the composition aaa with m parts (which corresponds
to the non-symmetric entries of Λ) than for the composition η with N parts (which will typically
index a non-symmetric Macdonald polynomial).
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Example 99. The 2-partitions of 3 are

(0, 0; 2, 1), (0, 0; 1, 1, 1), (1, 0; 2), (1, 0; 1, 1), (0, 1; 2), (0, 1; 1, 1),

(0, 0; 3), (2, 0; 1), (0, 2; 1), (1, 1; 1), (3, 0; ), (0, 3; ), (2, 1; ), (1, 2; ).

We will say that aaa is dominant if a1 ≥ a2 ≥ · · · ≥ am, and by extension, we will say that
Λ = (aaa;λ) is dominant if aaa is dominant. If aaa is not dominant, we let aaa+ be the dominant composition
obtained by reordering the entries of aaa.

There is a natural way to represent an m-partition by a Young diagram.

Definition 100. The diagram corresponding to Λ is the Young diagram of aaa∪λ with an i-circle
added to the right of the row of size ai for i = 1, . . . ,m (if there are many rows of size ai, the circles
are ordered from top to bottom in increasing order).

Example 101. For instance, given Λ = (2, 0, 2, 1; 3, 2), we have

Λ ←→

k1k3
k4k2

Remark 102. Observe that when m = 0, the diagram associated to Λ = (;λ) coincides with the
Young diagram associated to λ. Also note that if η is a composition with m parts, then the diagram
of η coincides with the diagram of the m-partition Λ = (aaa; ∅), where aaa = η.

Remark 103. Since that two circle can not be in the same row, there is not a natural way to
define the conjugate diagram in this context.

Definition 104. We let Λ(0) = aaa ∪ λ, that is, Λ(0) is the partition obtained from the diagram
of Λ by discarding all the circles. More generally, for i = 1, . . . ,m, we let Λ(i) = (aaa+1i)∪ λ, where
aaa + 1i = (a1 + 1, . . . , ai + 1, ai+1, . . . , am). In other words, Λ(i) is the partition obtained from the
diagram associated to Λ by changing all of the j-circles, for 1 ≤ j ≤ i, into squares and discarding
the remaining circles.

Example 105. Taking as above Λ = (2, 0, 2, 1; 3, 2), we have Λ(0) = (3, 2, 2, 2, 1), Λ(1) =
(3, 3, 2, 2, 1), Λ(2) = (3, 3, 2, 2, 1, 1), Λ(3) = (3, 3, 3, 2, 1, 1) and Λ(4) = (3, 3, 3, 2, 2, 1).

Definition 106. We define the dominance ordering on m-partitions to be such that

Λ ≥ Ω ⇐⇒ Λ(i) ≥ Ω(i) for all i = 0, . . . ,m (2.1)

where the order on the r.h.s. is the usual dominance order on partitions defines in .

We will associate arm and leg-lengths to the cells of the diagram of an m-partition.

Definition 107. Because of the circles, we will need two notions of arm-lengths as well as two
notions of leg-lengths. The arm-length a(s) is equal to the number of cells in Λ strictly to the right
of s (and in the same row). Note that if there is a circle at the end of its row, then it adds one to
the arm-length of s. The arm-length ã(s) is exactly as a(s) except that the circle at the end of the
row does not contribute to ã(s).

The leg-length ℓ(s) is equal to the number of cells in Λ strictly below s (and in the same column).
If at the bottom of its column there are k circles whose fillings are smaller than the filling of the
circle at the end of its row, then they add k to the value of the leg-length of s. If the row does not
end with a circle then none of the circles at the bottom of its column contributes to the leg-length.
The leg-length ℓ̃(s) is exactly as ℓ(s) except that the circles at the bottom of the column contribute

to ℓ̃(s) when there is no circle at the end of the row of s.
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Example 108. The values of a(s) and ℓ(s) in each cell of the diagram of Λ = (2, 0, 0, 2; 4, 1, 1)
are

34 22 10 00

23 11 k1
24 10 k4
01

00k2k3
while those of ã(s) and ℓ̃(s) are

36 22 12 00

13 01 k1
14 00 k4
03

02k2k3
3. Bases of the space of m-symmetric functions

We have the following bases, indexed by m-partitions, of the space of m-symmetric functions:

Monomial m-symmetric functions. Let the m-symmetric monomial function mΛ(x) be de-
fined as

mΛ(x) := xa1
1 · · ·xam

m mλ(xm+1, xm+2, . . . ) = xaaamλ(xm+1, xm+2, . . . )

wheremλ(xm+1, xm+2, . . . ) is the usual monomial symmetric function in the variables xm+1, xm+2, . . .

mλ(xm+1, xm+2, . . . ) =
∑
α

xα1
m+1x

α2
m+2 · · ·

with the sum being over all derrangements α of (λ1, λ2, . . . , λℓ(λ), 0, 0, . . . ). It is immediate that
{mΛ(x)}Λ is a basis of Rm.

Hall Litlewoodm-symmetric functions. LetHaaa(x1, . . . , xm; t) = E(a1,...,am,0N−m)(x1, . . . , xN ; 0, t)
be the non-symmetric Hall-Littlewood polynomial (the non-symmetric Macdonald polynomials only
depend on the variables x1, . . . , xm when q = 0 and the indexing compositions have length at most
m). For simplicity, we will denote the non-symmetric Hall-Littlewood polynomial Haaa(x; t) instead
of Haaa(x1, . . . , xm; t). We should note that the polynomial Haaa(x; t) can be constructed recursively
as follows. If aaa is dominant then Haaa(x; t) = xaaa. Otherwise, TiHaaa(x; t) = Hsiaaa(x; t) if ai > ai+1

(with siaaa = (a1 . . . , ai+1, ai, . . . , am)). Since Haaa(x; 1) = xaaa, the following t-deformation of the
m-symmetric power sum basis

pΛ(x; t) = Haaa(x; t)pλ(x) (3.1)

also provides a basis of Rm.

Power-sum m-symmetric functions. Another basis of Rm is provided by the m-symmetric
power sums.

pΛ(x) := xa1
1 . . . xam

m pλ(x) = xaaa pλ(x)

It should be observed that the variables in pλ, contrary to those of mλ in mΛ(x), start at x1 instead
of xm+1. In this expression, pλ(x) is the usual power-sum symmetric function

pλ(x) =

ℓ(λ)∏
i=1

pλi
(x)
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where pr(x) = xr1 + xr2 + · · · .

4. m-Symmetric Macdonald polynomials

To construct Macdonald polynomials in N variables in the symmetric case, we use the t-
symmetrization operator StN on non-symmetric Macdonald polynomials. Similarly, them-symmetric
Macdonald polynomials in N variables can be obtained by applying the t-symmetrization operator
Stm+1,N to non-symmetric Macdonald polynomials. It is worth noting that the findings presented

in this section are once again taken from [18].

Definition 109. The m-symmetric Macdonald polynomials in N variables are defined as

PΛ(x1, . . . , xN ; q, t) =
1

uΛ,N (t)
Stm+1,N EηΛ,N

(x1, . . . , xN ; q, t) (4.1)

with ηΛ,N = (a1, . . . , am, λN−m, ..., λ1), where we consider that λi = 0 if i > ℓ(λ) and the normal-
ization constant uΛ,N (t) given by

uΛ,N (t) =

∏
i≥0

[nλ(i)]t−1 !

 t(N−m)(N−m−1)/2 (4.2)

where nλ(i) is the number of entries in λ1, . . . , λN−m that are equal to i (note that i can be equal to
zero), and where

[k]q =
(1− q)(1− q2) · · · (1− qk)

(1− q)k

Observe that the normalization constant uΛ,N (t) is chosen such that the coefficient of mΛ in
PΛ(x; q, t) is equal to 1.

Remark 110. If γ is any composition such that γi = ai for i = 1, . . . ,m and such that the
remaining entries rearrange to λ, then

PΛ(x1, . . . , xN ; q, t) = dγ(q, t)Stm+1,N Eγ(x1, . . . , xN ; q, t)

for some non-zero coefficient dγ(q, t) ∈ Q(q, t). This is an easy consequence of (??) and (??) (see
for instance Lemma 55 in [18] for a more precise statement).

In the case where Λ = (aaa; ∅), an m-symmetric Macdonald polynomial is simply a non-symmetric
Macdonald polynomial:

P(aaa;∅)(x; q, t) = Eη(x, q, t) (4.3)

where η = (a1, . . . , am, 0
N−m).

The m-symmetric Macdonald polynomials are stable with respect to the number of variables

Proposition 111. Let N be the number of variables and suppose that N > m. Then

PΛ(x1, . . . , xN−1, 0; q, t) =

{
PΛ(x1, . . . , xN−1; q, t) if N > m+ ℓ(λ)
0 otherwise

The m-symmetric Macdonald polynomials are the common eigenfunctions of a set of m + 1
commuting operators. First, they are eigenfunctions of the Cherednik operators Yi, for i = 1, . . . ,m:

YiPΛ(x1, . . . , xN ; q, t) = ε
(i)
Λ (q, t)PΛ(x1, . . . , xN ; q, t) with ε

(i)
Λ (q, t) = qait1−rΛ(i) (4.4)

where we recall that rΛ(i) is the row in which the i-circle appears in the diagram associated to Λ.
They are also eigenfunctions of the operator

D = Ym+1 + · · ·+ YN −
N∑

i=m+1

t1−i
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which is such that

DPΛ(x1, . . . , xN ; q, t) = εDΛ (q, t)PΛ(x1, . . . , xN ; q, t) with εDΛ (q, t) =
∑
i

′
qΛ

(0)
i t1−i −

m+ℓ(λ)∑
i=m+1

t1−i

(4.5)
where the prime indicates that the sum is only over the rows of the diagram of Λ that do not end

with a circle. We stress that the eigenvalues ε
(i)
Λ (q, t) and εDΛ (q, t) do not depend on the number N

of variables and uniquely determine the m-partition Λ.

Letting the number of variables to be infinite, the m-symmetric Macdonald polynomials then
form a basis of Rm.

Proposition 112. We have that

PΛ(x; q, t) = mΛ +
∑
Ω<Λ

dΛΩ(q, t)mΩ (4.6)

Hence, the m-symmetric Macdonald polynomials form a basis of Rm.

Finally, let

cΛ(q, t) =
∏
s∈Λ

(1− qa(s)tℓ(s)+1) (4.7)

where the product is over all the squares in the diagram of Λ (not including the circles), and where
the arm and leg-lengths were defined in Definition 107. The integral form of the m-symmetric
Macdonald polynomials is then defined as JΛ(x; q, t) = cΛ(q, t)PΛ(x; q, t).

5. Inclusion, evaluation and symmetry

Since an m-symmetric function is also an (m+ 1)-symmetric function, it is natural to consider
the inclusion i : Rm → Rm+1, a 7→ a. The inclusion of an m-symmetric Macdonald polynomial
turns out to have a simple formula which will prove fundamental in the next section. The proof,
being quite long and technical, will be relegated to Appendix 7.1.

Theorem 113. The inclusion i : Rm → Rm+1 is such that

i(PΛ) =
∑
Ω

ψΩ/Λ(q, t)PΩ

where the sum is over all (m+1)-partitions Ω whose diagram is obtained from that of Λ by adding an
(m+1)-circle at the end of a symmetric row (a row that does not end with a circle). The coefficient
ψΩ/Λ(q, t) is given explicitly as

ψΩ/Λ(q, t) =
∏

s∈colΩ/Λ

1− qaΛ(s)+1tℓ̃Λ(s)

1− qaΩ(s)+1tℓ̃Ω(s)

where colΩ/Λ stands for the set of squares in the diagram of Ω that lie in the column of the (m+1)-
circle and in a symmetric row (a row that does not end with a circle), and where the arm and
leg-lengths were defined before Example 108 (with the indices specifying with respect to which m-
partition they are computed).

Now, let Inv(aaa) be the number of inversions in aaa:

Inv(aaa) = #{1 ≤ i < j ≤ m | ai < aj}

and let

coInv(aaa) = m(m− 1)/2− Inv(aaa) = #{1 ≤ i < j ≤ m | ai ≥ aj}
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As usual, for a partition λ, we let n(λ) =
∑

i(i− 1)λi. In the case of an m-partition, we will define

n(Λ) := n(Λ(m)), where we recall that Λ(m) is the partition obtained from the diagram of Λ by
converting all the circles into squares.

We now give the principal specialization u∅
(
f(x1, x2, . . . , xN )

)
:= f(1, t, . . . , tN−1) of an m-

symmetric Macdonald polynomial.

Proposition 114. For Λ = (aaa;λ), the principal specialization is given by

u∅(PΛ(x; q, t)) = tn(Λ)−coInv(aaa) [N −m]t!

[N ]t!

∏
s∈Λ◦

(1− qa′(s)tN−ℓ′(s))

(1− qa(s)tℓ(s)+1)

where Λ◦ stands for the set of cells (including the circles) in the diagram of Λ, and where the co-arm
and co-leg are given respectively by a′(s) = j − 1 and ℓ′(s) = i− 1 for the cell s = (i, j).

Proof. Define the operator

ΨN = (1− t)(1 + TN−1 + TN−2TN−1 + · · ·+ Tm · · ·TN−1)Φq

where Φq was introduced in (??). The action of ΨN on an m-Macdonald polynomial turns out to
be quite simple [18]:

ΨNJΛ(x; q, t) = t−#{2≤j≤m | aj≤a1}JΛ2(x, q, t) (5.1)

where Λ2 =
(
a2, . . . , am;λ∪(a1 + 1)

)
, and where the integral form of the m-Macdonald polynomials

was introduced in Section 3. Note that the diagram of Λ2 can be obtained from that of Λ by
transforming the 1-circle into a square (and then relabeling the remaining circles so that they go
from 1 to m− 1 instead of from 2 to m).

Using (Tif)(1, . . . , t
N−1) = tf(1, . . . , tN−1) for all i = 1, . . . , N − 1, and for all f(x1, . . . , xN ) ∈

Q[x1, . . . , xN ], we easily deduce that

u∅(ΨNg) = (1− t)(1 + t+ · · ·+ tN−m)u∅(g) = (1− tN−m+1)u∅(g)

for all g(x1, . . . , xN ) ∈ Q[x1, . . . , xN ]. Applying u∅ on both sides of (5.1) and using JΛ(x; q, t) =
cΛ(q, t)PΛ(x; q, t), we thus get that

u∅(PΛ) =
t−#{2≤j≤m | aj≤a1}

(1− tN−m+1)

cΛ2(q, t)

cΛ(q, t)
u∅(PΛ2) (5.2)

Since Λ2 is an (m− 1)-partition while Λ is an m-partition, this recursion will allow us to prove the
proposition by induction on m.

In the base case m = 0, we have coInv(aaa) = 0 and Λ = (;λ) = Λ(m) = Λ◦ can be identified with
λ. Hence the proposition simply becomes

u∅(Pλ(x; q, t)) = tn(λ)
∏
s∈λ

(1− qa′(s)tN−ℓ′(s))

(1− qa(s)tℓ(s)+1)

which is the well-known evaluation of a Macdonald polynomial [20].

We will now see that the general case holds. Let

c′Λ(q, t) =
∏
s∈Λ◦

(1− qa(s)tℓ(s)+1) and dΛ(q, t) =
∏
s∈Λ◦

(1− qa
′(s)tN−ℓ′(s))

First observe that
cΛ(q, t)

c′Λ(q, t)
=

cΛ2(q, t)

(1− t)c′Λ2(q, t)

since the 1-circle contributes in c′Λ(q, t)/cΛ(q, t) while not in c′Λ2(q, t)/cΛ2(q, t). Using dΛ(q, t) =
dΛ2(q, t) and (5.2), the proposition will thus hold by induction if we can show that

tn(Λ)−coInv(aaa) [N −m]t!

[N ]t!

1

(1− t)
=
t−#{2≤j≤m | aj≤a1}

(1− tN−m+1)
tn(Λ

2)−coInv(aaa′) [N −m+ 1]t!

[N ]t!

40



where aaa′ = (a2, . . . , am). But this easily follows from n(Λ) = n(Λ2),

coInv(aaa) = coInv(aaa′) + #{2 ≤ j ≤ m | aj ≤ a1}
and

[N −m+ 1]t! =
(1− tN−m+1)

(1− t)
[N −m]t!

□

In the special case m = N , our evaluation formula for the m-symmetric Macdonald polynomials
can be simplified. It provides a reformulation of the principal specialization of the non-symmetric
Macdonald polynomials which can be found for instance in [23].

Corollary 115. The non-symmetric Macdonald polynomials are such that

Eη(1, t, . . . , t
N−1; q, t) = tn(η

+)+Inv(η)
∏
s∈η

(1− qa(s)tN−ℓ′(s))

(1− qa(s)tℓ(s)+1)

where we recall that η+ is the partition obtained by reordering the entries of η.

Proof. From (4.3), we have in the case m = N that P(aaa;∅)(x; q, t) = Eη(x; q, t) with η =
(a1, . . . , aN ). Using Proposition 114, we thus get that

Eη(1, t, . . . , t
N−1; q, t) = tn(η

+)+N(N−1)/2−coInv(η) 1

[N ]t!

∏
s∈η◦

(1− qa′(s)tN−ℓ′(s))

(1− qa(s)tℓ(s)+1)
(5.3)

where we have used the fact that n(Λ) = n(η+ + 1N ) = n(η+) +N(N − 1)/2 since every row of η
ends with a circle. It is straightforward to check that∏

s∈η◦

(1− qa
′(s)tN−ℓ′(s)) =

∏
s∈η◦

(1− qa(s)tN−ℓ′(s))

Hence ∏
s∈η◦

(1− qa′(s)tN−ℓ′(s))

(1− qa(s)tℓ(s)+1)
=

[∏
s∈η

(1− qa(s)tN−ℓ′(s))

(1− qa(s)tℓ(s)+1)

][∏
s∈◦

(1− qa(s)tN−ℓ′(s))

(1− qa(s)tℓ(s)+1)

]
(5.4)

where ◦ stands for the cells of the diagram of η corresponding to circles. Note that when s is in the
position of a circle, we have a(s) = 0 and ℓ(s) = 0. Because there is a circle in every row of η, we
thus obtain ∏

s∈◦

(1− qa(s)tN−ℓ′(s))

(1− qa(s)tℓ(s)+1)
= [N ]t

Using the previous result in (5.4), the corollary follows immediately from (5.3) and the relation
Inv(η) = N(N − 1)/2− coInv(η). □

We now introduce an evaluation depending on an m-partition. We will see that it satisfies
a natural symmetry property. First, to the m-partition Λ = (a1, . . . , am;λ), we associate the
composition

γΛ = (a1, . . . , am, λ1, . . . , λℓ, 0
N−m−ℓ)

Let w be the minimal length permutation such that wγΛ is weakly decreasing. If we forget about
the extra zeroes, we thus have that wγΛ = Λ(0), where we recall that Λ(0) stands for the partition
whose diagram is obtained from that of Λ by removing all the circles. The evaluation uΛ is then
defined on any m-symmetric function f(x) as

uΛ
(
f(x1, . . . , xN )

)
= f

(
q
−Λ

(0)

w(1)tw(1)−1, . . . , q
−Λ

(0)

w(N)tw(N)−1
)

(5.5)

Observe that in the case Λ = (0m; ∅), uΛ corresponds to the principal evaluation u∅.
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Lemma 116. If f is an m-symmetric function in N variables then

f(Y −1)PΛ(x; q, t) = uΛ(f)PΛ(x; q, t) (5.6)

Proof. Let η = γΛ. We have that Y −1
i Eη = η̄−1

i Eη, where we recall that η̄i = qηit1−rη(i).
Using the fact that f is m-symmetric, we then have from Remark 110 that

f(Y −1
1 , . . . , Y −1

N )PΛ(x; q, t) = f(Y −1
1 , . . . , Y −1

N )dη(q, t)Stm+1,,NEη

= dη(q, t)Stm+1,,Nf(Y
−1
1 , . . . , Y −1

N )Eη

= dη(q, t)Stm+1,,Nf(η̄
−1
1 , . . . , η̄−1

N )Eη

= f(η̄−1
1 , . . . , η̄−1

N )PΛ(x; q, t)

It thus only remains to show that the specialization xi = η̄−1
i corresponds to the evaluation defined

in (5.5). Let w be the minimal length permutation such that wη = Λ(0). We have immediately that

ηi = Λ
(0)
w(i). Hence, from the definition of uΛ, we only need to show that rη(i) = w(i). But this is a

consequence of the minimality of w. Indeed, if ηi = ηj and i < j then the minimality of w ensures
that w(i) < w(j), which implies that the circles increase from top to bottom in equal rows. □

The next proposition extends a well-known property of the Macdonald polynomials [20]. Recall
that u∅(PΛ(x, q, t)) was given explicitly in Proposition 114.

Proposition 117. Let P̃Λ(x, q, t) be the normalization of the m-Macdonald polynomials given
by

P̃Λ(x, q, t) =
PΛ(x; q, t)

u∅(PΛ(x, q, t))

Then, the following symmetry holds:

uΩ(P̃Λ) = uΛ(P̃Ω)

Proof. For f(x) and g(x) Laurent polynomials in x1, . . . , xN , it is known [22] that the pairing

[f(x), g(x)] := u∅
(
f(Y −1)g(x)

)
is such that [f, g] = [g, f ]. From Lemma 189, we thus get[

PΛ(x(N), q, t), PΩ(x(N), q, t)
]
= u∅

(
PΛ(Y

−1
i )PΩ(x(N), q, t)

)
= uΩ(PΛ(x(N), q, t))u∅

(
PΩ(x(N), q, t)

)
From the symmetry of the pairing [·, ·], it then follows that

uΩ(PΛ(x(N), q, t))u∅
(
PΩ(x(N), q, t)

)
= uΛ(PΩ(x(N), q, t))u∅

(
PΛ(x(N), q, t)

)
which proves the proposition. □

The final result of this section is concerned with the behavior of PΛ(x; q, t) when q and t
are sent to q−1 and t−1. For σ ∈ SN with a reduced decomposition si1 · · · sir , we let Kσ =
Ki1,i1+1 · · ·Kir,ir+1, and Tσ = Ti1 · · ·Tir . We also let ωm = [m,m − 1, . . . , 1] be the longest per-
mutation in the symmetric group Sm (which we consider as the element [m, . . . , 1,m+ 1, . . . , N ] of
SN ), and denote the inverse of Tωm

by T̄ωm
.

Proposition 118. We have that

q|aaa|tInv(aaa)PΛ(x; q
−1, t−1) = t(

m
2 )τ1 · · · τmKωm

T̄ωm
PΛ(x; q, t)

or, equivalently, that

q|aaa|tInv(aaa)PΛ(xmq
−1, . . . , x1q

−1, xm+1, xm+2, . . . ; q
−1, t−1) = t(

m
2 )T̄ωm

PΛ(x; q, t)
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Remark 119. The proposition is an extension of a similar result on non-symmetric polynomials
(see Lemma 2.3 a) in [23]) which states that

tInv(η)Eη(xm, . . . , x1; q
−1, t−1) = t(

m
2 )T̄ωm

Eη(x1, . . . , xm; q, t) (5.7)

This relation was also proven in a broader context in [1] in connection with permuted-basement
Macdonald polynomials [17]. When the number of variables N is equal to m and Λ = (η; ∅),
Proposition 118 becomes (5.7) (the q powers canceling from the homogeneity of Eη). But when
the number of variables is larger than m and Λ = (η; ∅), Proposition 118 is actually stronger than
(5.7) since it says that for any non-symmetric Macdonald polynomial such that ℓ(η) ≤ m we have

q|η|tInv(η)Eη(xmq
−1, . . . , x1q

−1, xm+1, xm+2, . . . ; q
−1, t−1) = t(

m
2 )T̄ωmEη(x; q, t)

Proof of Proposition 118. It suffices to prove the result in N variables. Let Y ⋆
i be the

Cherednik operator Yi with parameters q−1 and t−1 instead of q and t, and similarly for the operator
D⋆. We thus have from (4.4) and (4.5) that

Y ⋆
i PΛ(x; q

−1, t−1) = ε
(i)
Λ (q−1, t−1)PΛ(x; q

−1, t−1) i = 1, . . . ,m

and

D⋆ PΛ(x; q
−1, t−1) = εDΛ (q−1, t−1)PΛ(x; q

−1, t−1)

The main part of the proof thus consists in proving that τ1 · · · τmKωm
T̄ωm

PΛ(x; q, t) is an eigenfunc-
tion of Y ⋆

1 , . . . , Y
⋆
m and D⋆ with the right eigenvalues. In order to achieve this, we prove that for

any f ∈ Rm we have

Y ⋆
i

(
τ1 · · · τmKωm

T̄ωm

)
f =

(
τ1 · · · τmKωm

T̄ωm

)
Ȳif i = 1, . . . ,m (5.8)

and

D⋆
(
τ1 · · · τmKωm T̄ωm

)
f =

(
τ1 · · · τmKωm T̄ωm

)
D̄f (5.9)

where D̄ = Ȳm+1 + · · ·+ ȲN +
∑N

i=m+1 t
i−1. It is then immediate that

Y ⋆
i

(
τ1 · · · τmKωm

T̄ωm

)
PΛ(x; q, t) =

(
τ1 · · · τmKωm

T̄ωm

)
ȲiPΛ(x; q, t)

= ε
(i)
Λ (q−1, t−1)

(
τ1 · · · τmKωm

T̄ωm

)
PΛ(x; q, t) i = 1, . . . ,m

and

D⋆
(
τ1 · · · τmKωm

T̄ωm

)
PΛ(x; q, t) =

(
τ1 · · · τmKωm

T̄ωm

)
D̄PΛ(x; q, t)

= εDΛ (q−1, t−1)
(
τ1 · · · τmKωm T̄ωm

)
PΛ(x; q, t)

as wanted. The proof of (5.8) and (5.9), which is somewhat technical, is provided in Appendix 7.3.

We have thus proven that τ1 · · · τmKωm
T̄ωm

PΛ(x; q, t) is equal to PΛ(x; q
−1, t−1) up to a con-

stant. Hence, we have left to prove that the proportionality constant corresponds to the powers of
q and t in the statement of the proposition. In the proof of Lemma 2.3 a) in [23], it is shown that

Kωm T̄ωmx
aaa = tInv(aaa)−(

m
2 )xaaa + smaller terms

where the order is the order on compositions defined in Section ??. We thus deduce straightfor-
wardly that the action of τ1 · · · τmKωm

T̄ωm
on the dominant term mΛ = xaaamλ(xm+1, . . . , xN ) of

PΛ(x; q
−1, t−1) is such that

τ1 · · · τmKωm
T̄ωm

mΛ = q|aaa|tInv(aaa)−(
m
2 )mΛ + smaller terms

where the smaller terms are of the form xbbbmλ(xm+1, . . . , xN ) with bbb smaller than aaa. This concludes
the proof of the proposition. □
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6. Orthogonality

Recall that Inv(aaa) is the number of inversions in aaa, and let |aaa| = a1 + · · · + am. The following
scalar product in Rm is defined on the t-deformation of the m-symmetric power sums introduced in
(3.1):

⟨pΛ(x; t) , pΩ(x; t)⟩m = δΛΩ q
|aaa|tInv(aaa)zλ(q, t) (6.1)

where

zλ(q, t) = zλ

ℓ(λ)∏
i=1

1− qλi

1− tλi

with zλ =
∏

i≥1 i
nλ(i) ·nλ(i)! (recall that nλ(i) is the number of occurrences of i in λ). Observe that

when m = 0, this corresponds to the usual Macdonald polynomial scalar product [20].

The main goal of this section is to show that the m-symmetric Macdonald polynomials are
orthogonal with respect to the scalar product (6.1) and to provide the value of the squared norm
∥PΛ(x; q, t)∥2. But before proving the theorem, we need to establish a few results.

Definition 120. We define Km(x, y) is a reproducing kernel for the scalar product (6.1):

Km(x, y) = t−(
m
2 )K0(x, y)T

(x)
ωm
NFm (6.2)

where

NFm =

[ ∏
i+j≤m(1− tq−1xiyj)∏
i+j≤m+1(1− q−1xiyj)

]

and the superscript (x) indicates that the Hecke algebra operator T
(x)
ωm acts on the x variables.

We will see later in Proposition 125 that

We first show that the eigenoperators Y1, . . . , Ym, D are symmetric with respect to Km(x, y)
when the number of variables is finite. In order not to disrupt the flow of the presentation, the proof
will be relegated to Appendix 7.2.

Proposition 121. For x(N) = (x1, . . . , xN ) and y(N) = (y1, . . . , yN ), we have that

Y
(x)
i Km(x(N), y(N)) = Y

(y)
i Km(x(N), y(N))

for i = 1, . . . ,m, and
D(x)Km(x(N), y(N)) = D(y)Km(x(N), y(N))

As already mentioned, the eigenvalues of the Yi’s and D do not depend on the number of
variables N . Using Proposition 111, we can thus define the operators Ỹi and D̃ as their inverse
limits. In other words, the operators Ỹi : Rm → Rm (for i = 1, . . . ,m) and D̃ : Rm → Rm are
defined such that

ỸiPΛ(x; q, t) = ε
(i)
Λ (q, t)PΛ(x; q, t) and D̃PΛ(x; q, t) = εDΛ (q, t)PΛ(x; q, t)

for all m-partitions Λ, where ε
(i)
Λ (q, t) and εDΛ (q, t) are such as defined in (4.4) and (4.5) respectively.

We will now see that the previous proposition also holds for Ỹi and D̃.

Proposition 122. We have that

Ỹ
(x)
i Km(x, y) = Ỹ

(y)
i Km(x, y)

for i = 1, . . . ,m, and
D̃(x)Km(x, y) = D̃(y)Km(x, y)

Moreover,

Km(x, y) =
∑
Λ

bΛ(q, t)PΛ(x; q, t)PΛ(y; q, t) (6.3)
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for certain coefficients bΛ(q, t) ∈ Q(q, t) that will be given explicitely in Corollary 130.

Proof. From (??) and the fact that Km(x, y)/K0(x, y) only depends on x1, . . . , xm, we have
that

Km(x, y) =
∑
Λ,Ω

dΛΩ(q, t)PΛ(x; q, t)PΩ(y; q, t)

for some coefficients dΛΩ(q, t). From Proposition 111, we then get in N variables that

Km(x(N), y(N)) =
∑

ℓ(Λ),ℓ(Ω)≤N

dΛΩ(q, t)PΛ(x(N); q, t)PΩ(y(N); q, t)

Therefore, if for instance the action of D̃(x) were different from that of D̃(y) then there would exist
a coefficient dΛΩ(q, t) such that εDΛ (q, t)dΛΩ(q, t) ̸= εDΩ (q, t)dΛΩ(q, t). But then, choosing N large

enough, this would contradict the fact that D(x) and D(y) have the same action on Km(x(N), y(N)).
Hence, the first part of the proposition holds.

Now, this entails that for all Λ,Ω we have

εDΛ (q, t)dΛΩ(q, t) = εDΩ (q, t)dΛΩ(q, t) and ε
(i)
Λ (q, t)dΛΩ(q, t) = ε

(i)
Ω (q, t)dΛΩ(q, t), i = 1, . . . ,m

Given that the eigenvalues as a whole uniquely determine Λ, we must have that dΛΩ(q, t) = 0 if
Λ ̸= Ω. Letting bΛ(q, t) = dΛΛ(q, t), we get that (6.3) also holds. □

The following proposition will be instrumental in the proof thatKm(x, y) is a reproducing kernel
for the scalar product (6.1).

Proposition 123. We have

t−(
m
2 )T (x)

ωm

[ ∏
i+j≤m(1− txiyj)∏
i+j≤m+1(1− xiyj)

]
=
∑
aaa

t−Inv(aaa)Haaa(x; t)Haaa(y; t)

where the sum is over all aaa ∈ Zm
≥0.

Proof. Letting yi 7→ qyi in (6.3), we obtain

t−(
m
2 )K0(x, qy)T

(x)
ωm

[ ∏
i+j≤m(1− txiyj)∏
i+j≤m+1(1− xiyj)

]
= Km(x, qy) =

∑
Λ

bΛ(q, t)PΛ(x; q, t)PΛ(qy; q, t)

=
∑
Λ

bΛ(q, t)q
|Λ|PΛ(x; q, t)PΛ(y; q, t)

by the homogeneity of PΛ(y; q, t). Using PΛ(x1, . . . , xm; q, t) = 0 if ℓ(Λ) > m by Proposition 111,
we get when restricting to m variables that

t−(
m
2 )K0(x̄, qȳ)T

(x)
ωm

[ ∏
i+j≤m(1− txiyj)∏
i+j≤m+1(1− xiyj)

]
=
∑
aaa

b̄(aaa;∅)(q, t)P(aaa;∅)(x̄; q, t)P(aaa;∅)(ȳ; q, t)

where x̄ = (x1, . . . , xm) (and similarly for ȳ), and where b̄(aaa;∅)(q, t) = b(aaa;∅)(q, t)q
|aaa|. Letting q = 0

and using K0(x̄, z̄) = 1 whenever z̄ = (0, . . . , 0), we then obtain

t−(
m
2 )T (x)

ωm

[ ∏
i+j≤m(1− txiyj)∏
i+j≤m+1(1− xiyj)

]
=
∑
aaa

b̄(aaa;∅)(0, t)Haaa(x; t)Haaa(y; t) (6.4)

Note that we have used the fact that P(aaa;∅)(x̄; 0, t) = Haaa(x̄; t) = Haaa(x; t) given that Haaa(x; t) only

depends on x1, . . . , xm. We thus only need to show that b̄(aaa;∅)(0, t) = t−Inv(aaa), which will be achieved

by using the specialization yi = ti−1 in the previous equation. First observe that setting q = 0 in
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Corollary 115 yields Haaa(1, t, . . . , t
m−1; t) = tn(aaa

+)tInv(aaa) (a(s) is always larger than zero given that
every row in the diagram of η = aaa ends with a circle), and that∏

i+j≤m(1− xitj)∏
i+j≤m+1(1− xitj−1)

=
1∏m

i=1(1− xi)

Specializing the variables y in (6.4) thus gives

t−(
m
2 )T (x)

ωm

[
1∏m

i=1(1− xi)

]
=

1∏m
i=1(1− xi)

=
∑
aaa

b̄(aaa;∅)(0, t)t
n(aaa+)tInv(aaa)Haaa(x; t)

since
∏m

i=1(1− xi) is symmetric. Finally, we observe that
∏m

i=1(1− txi)−1 is the generating series
of the complete symmetric functions hn(x1, . . . , xm) to deduce [20] that

1∏m
i=1(1− xi)

=
∑
n

hn(x1, . . . , xm) =
∑

λ ; ℓ(λ)≤m

tn(λ)Pλ(x̄; t) =
∑

λ ; ℓ(λ)≤m

tn(λ)
∑

aaa :aaa+=λ

Haaa(x; t)

where Pλ(x̄; t) is a Hall-Littlewood polynomial, and where the elementary relation Pλ(x̄; t) =∑
aaa :aaa+=λHaaa(x; t) can be found for instance in [21]. Comparing the previous two equations, we

obtain immediately that b̄(aaa;∅)(0, t) = t−Inv(aaa), as wanted. □

Corollary 124. We have

Km(x, y) =
∑
Λ

q−|aaa|t−Inv(aaa)zλ(q, t)
−1pΛ(x; t)pΛ(y; t)

Proof. Letting yi 7→ q−1yi in Proposition 123 yields

t−(
m
2 )T (x)

ωm

[ ∏
i+j≤m(1− tq−1xiyj)∏
i+j≤m+1(1− q−1xiyj)

]
=
∑
aaa

q−|aaa|t−Inv(aaa)Haaa(x; t)Haaa(y; t)

since Haaa(q
−1y; t) = q−|aaa|Haaa(y; t). The corollary then follows from (??) and the definition of pΛ(x; t).

□

We immediately get that the function Km(x, y) is a reproducing kernel for the scalar product
(6.1).

Proposition 125. Let {fΛ(x)}Λ and {gΛ(x)}Λ be two bases of Rm. Then the following two
statements are equivalent.

(1) Km(x, y) =
∑
Λ

fΛ(x)gΛ(y)

(2) ⟨fΛ(x) , gΩ(x)⟩m = δΛΩ for all Λ,Ω.

Proof. Using the bases {p∗Λ(x; t)}Λ and {pΛ(x; t)}Λ, where p∗Λ(x; t) = q|aaa|tInv(aaa)zλ(q, t)pΛ(x; t),
the proof is exactly as the proof of the similar statement in the usual Macdonald polynomial case
[20]. □

Before stating the main theorem of this section, we need to relate the inclusion and the re-
striction. First, it is straightforward to verify that the inclusion i : Rm → Rm+1 is such that
[18]

i(pΛ(x; t)) = pΛ0(x; t)

where Λ0 = (aaa, 0;λ). The restriction r : Rm+1 → Rm, which is defined as

r(f) = f(x1, . . . , xm, 0, xm+2, xm+3, . . . )
∣∣
(xm+2,xm+3,... ) 7→(xm+1,xm+2,... )
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is on the other hand such that [18]

r(pΩ(x; t)) =

{
pΩ−(x; t) if bm+1 = 0
0 otherwise

(6.5)

where Ω− = (bbb−;µ) with bbb− = (b1, . . . , bm).

The following proposition can easily be verified using the basis {pΛ(x; t)}Λ of Rm.

Proposition 126. We have

⟨i(f), g⟩m+1 = ⟨f, r(g)⟩m (6.6)

for all f ∈ Rm and all g ∈ Rm+1.

We can now establish the orthogonality and the squared norm of the m-symmetric Macdonald
polynomials.

Theorem 127. We have

⟨PΛ(x; q, t) , PΩ(x; q, t)⟩m = 0 if Λ ̸= Ω

and

⟨PΛ(x; q, t) , PΛ(x; q, t)⟩m = q|aaa|tInv(aaa)
∏
s∈Λ

1− qã(s)+1tℓ̃(s)

1− qa(s)tℓ(s)+1

where the product is over the cells of Λ (excluding the circles), and where the arm and leg-lengths
were defined before Example 108.

Example 128. Using Λ = (2, 0, 0, 2; 4, 1, 1) such as in Example 108, we get that ∥PΛ(x; q, t)∥2
is given by

(1− q)(1− q2t2)(1− q3t2)(1− q4t6)(1− qt)(1− q2t3)(1− q)(1− q2t4)(1− qt3)(1− qt2)
(1− t)(1− qt)(1− q2t3)(1− q3t5)(1− qt2)(1− q2t4)(1− qt)(1− q2t5)(1− t2)(1− t)

Proof. Proposition 125 and (6.3) immediately imply that the m-symmetric Macdonald poly-
nomials are orthogonal, that is,

⟨PΛ(x; q, t) , PΩ(x; q, t)⟩m = 0 if Λ ̸= Ω

We thus only have to prove the formula for the squared norm of an m-Macdonald polynomial.
Let Λ = (a1, . . . , am−1, am;λ) and Λ̂ = (a1, . . . am−1;λ ∪ {am}). Observe that Λ̂ can be obtained
from Λ by discarding the m-circle. The restriction of an m-Macdonald polynomial is given (in the
integral form) by [18]

r(JΛ(x, q, t)) = qamt#{i | ai<am}JΛ̂(x, q, t)

which amounts to

r(PΛ(x, q, t)) = qamt#{i | ai<am}φΛ/Λ̂(q, t)PΛ̂(x, q, t) (6.7)

where

φΛ/Λ̂(q, t) =
cΛ̂(q, t)

cΛ(q, t)
=
∏
s∈Λ

1− qaΛ̂(s)tℓΛ̂(s)+1

1− qaΛ(s)tℓΛ(s)+1

From the definition of the arm and leg-length, we see that aΛ̂(s) = aΛ(s) and ℓΛ̂(s) = ℓΛ(s) for all
s ∈ Λ except those in rowΛ/Λ̂, the row in which the m-circle of Λ lies. Hence

φΛ/Λ̂(q, t) =
∏

s∈rowΛ/Λ̂

1− qaΛ̂(s)tℓΛ̂(s)+1

1− qaΛ(s)tℓΛ(s)+1
(6.8)
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Also observe that the formula for the inclusion in Theorem 113 gives

ψ−1

Λ/Λ̂
(q, t) =

∏
s∈colΛ/Λ̂

1− qãΛ(s)+1tℓ̃Λ(s)

1− qãΛ̂(s)+1tℓ̃Λ̂(s)
(6.9)

where we observe that for s ∈ colΛ/Λ̂ we have that ã(s) = a(s).

The proof will proceed by induction on m. In the case m = 0, as was already observed, the
scalar product is the usual Macdonald polynomial scalar product. Using Λ = λ, |aaa| = 0, Inv(aaa) = 0,

ã(s) = a(s) y ℓ̃(s) = ℓ(s), we thus have to show that the Macdonald polynomials are such that

⟨Pλ(x, q, t), Pλ(x, q, t)⟩0 =
∏
s∈λ

1− qa(s)+1tℓ(s)

1− qa(s)tℓ(s)+1

But this is the well known formula for the norm squared of a Macdonald polynomial [20].

Supposing that the theorem holds for the (m − 1)-symmetric Macdonald polynomials, we will

see that it also holds for the m-symmetric Macdonald polynomials. Let Λ and Λ̂ be as before. From
the formula for the inclusion of an (m− 1)-symmetric Macdonald polynomial, we have

i(PΛ̂(x, q, t)) =
∑
Ω

ψΩ/Λ̂(q, t)PΩ(x, q, t) (6.10)

where Ω is obtained from Λ̂ by adding an m-circle. Taking Ω = Λ, we get from the orthogonality of
the m-Macdonald polynomials that

⟨i(PΛ̂(x, q, t)), PΛ(x, q, t)⟩m = ψΛ/Λ̂(q, t)⟨PΛ(x, q, t), PΛ(x, q, t)⟩m

or equivalently, that

⟨PΛ(x, q, t), PΛ(x, q, t)⟩m = ψ−1

Λ/Λ̂
(q, t)⟨i(PΛ̂(x, q, t)), PΛ(x, q, t)⟩m

From Proposition 126, we then obtain

⟨PΛ(x, q, t), PΛ(x, q, t)⟩m = ψ−1

Λ/Λ̂
(q, t)⟨PΛ̂(x, q, t), r(PΛ(x, q, t))⟩m−1

which amounts, using (6.7), to

⟨PΛ(x, q, t), PΛ(x, q, t)⟩m = qam+1t{i | ai<am+1}ψ−1

Λ/Λ̂
(q, t)φΛ/Λ̂(q, t)⟨PΛ̂(x, q, t), PΛ̂(x, q, t)⟩m−1

By induction, we thus get

⟨PΛ(x, q, t), PΛ(x, q, t)⟩m = qamt{i | ai<am}ψ−1

Λ/Λ̂
(q, t)φΛ/Λ̂(q, t)q

|âaa|tInv(âaa)
∏
s∈Λ̂

1− qãΛ̂(s)+1tℓ̃Λ̂(s)

1− qaΛ̂(s)tℓΛ̂(s)+1

= q|aaa|tInv(aaa)ψ−1

Λ/Λ̂
(q, t)φΛ/Λ̂(q, t)

∏
s∈Λ

1− qãΛ̂(s)+1tℓ̃Λ̂(s)

1− qaΛ̂(s)tℓΛ̂(s)+1

Now, ãΛ(s) = ãΛ̂(s) for all s ∈ Λ, ℓ̃Λ(s) = ℓ̃Λ̂(s) for all s ∈ Λ \ colΛ/Λ̂ while aΛ̂(s) = aΛ(s) and

ℓΛ̂(s) = ℓΛ(s) for all s ∈ Λ \ rowΛ/Λ̂. The squared norm of PΛ is thus equal to

q|aaa|tInv(aaa)ψ−1

Λ/Λ̂
(q, t)φΛ/Λ̂(q, t)

∏
Λ\colΛ/Λ̂

(1− qãΛ(s)+1tℓ̃Λ(s))

∏
Λ\rowΛ/Λ̂

(1− qaΛ(s)tℓΛ(s)+1)

∏
s∈colΛ/Λ̂

(1− qãΛ̂(s)+1tℓ̃Λ̂(s))

∏
s∈rowΛ/Λ̂

(1− qaΛ̂(s)tℓΛ̂(s)+1)
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Finally, using (3.3) and (6.9), we obtain

⟨PΛ(x, q, t), PΛ(x, q, t)⟩m = q|aaa|tInv(aaa)

∏
s∈Λ

(1− qãΛ(s)+1tℓ̃Λ(s))∏
s∈Λ

(1− qaΛ(s)tℓΛ(s)+1)

as wanted. □

Corollary 129. The operators Ỹi, for i = 1, . . . ,m, and D̃ defined before Proposition 122 are
self-adjoint with respect to the scalar product ⟨·, ·⟩m, that is,

⟨Ỹif, g⟩m = ⟨f, Ỹig⟩m for i = 1, . . . ,m and ⟨D̃f, g⟩m = ⟨f, D̃g⟩m

We can also immediately deduce from Proposition 125 the value of the coefficients bΛ(q, t) in
(6.3).

Corollary 130. We have

Km(x, y) =
∑
Λ

bΛ(q, t)PΛ(x; q, t)PΛ(y; q, t) (6.11)

where

bΛ(q, t)
−1 = ⟨PΛ(x; q, t) , PΛ(x; q, t)⟩m = q|aaa|tInv(aaa)

∏
s∈Λ

1− qã(s)+1tℓ̃(s)

1− qa(s)tℓ(s)+1

The function Km(x, y) is not totally explicit due to the presence of the operator Tωm . Using
Proposition 118, this defect in Corollary 130 can be corrected.

Proposition 131. The following Cauchy-type identity holds

K0(x, ỹ)

 ∏
1≤i<j≤m

1− txiyj
1− xiyj

 ∏
1≤i≤m

1

1− xiyi

 =
∑
Λ

aΛ(q, t)PΛ(x; q, t)PΛ(y; q
−1, t−1) (6.12)

where ỹ stands for the alphabet

ỹ = (qy1, . . . , qym, ym+1, ym+2, · · · )
and where

aΛ(q, t)
−1 = q−|aaa|t−Inv(aaa)bΛ(q, t)

−1 =
∏
s∈Λ

1− qã(s)+1tℓ̃(s)

1− qa(s)tℓ(s)+1

Proof. We get from (6.11) that Km(x, y) is symmetric in x and y. Therefore, using T
(y)
ωm

instead of T
(x)
ωm in Km(x, y), we obtain from (6.11) that

K0(x, y)

[ ∏
i+j≤m(1− tq−1xiyj)∏
i+j≤m+1(1− q−1xiyj)

]
=
∑
Λ

bΛ(q, t)PΛ(x; q, t)
[
t(

m
2 )T̄ (y)

ωm
PΛ(y; q, t)

]
Applying (τ1 · · · τmKωm)(y) on both sides of the equation and using Proposition 118 thus yields

K0(x, ỹ)K
(y)
ωm

[ ∏
i+j≤m(1− txiyj)∏
i+j≤m+1(1− xiyj)

]
=
∑
Λ

bΛ(q, t)PΛ(x; q, t)
[
q|aaa|tInv(aaa)PΛ(y; q

−1, t−1)
]

The proposition is then immediate after checking that

K(y)
ωm

[ ∏
i+j≤m(1− txiyj)∏
i+j≤m+1(1− xiyj)

]
=

 ∏
1≤i<j≤m

1− txiyj
1− xiyj

 ∏
1≤i≤m

1

1− xiyi


□
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Remark 132. The previous proposition suggests that there is a natural sesquilinear scalar prod-
uct ⟨·, ·⟩′ in Rm such that

⟨PΛ(x; q, t), PΩ(x; q, t)⟩′ = δΛΩ cΛ(q, t)
−1 = δΛΩ

∏
s∈Λ

1− qã(s)+1tℓ̃(s)

1− qa(s)tℓ(s)+1
(6.13)

and for which the l.h.s. of (6.12) is a reproducing kernel. Indeed, defining ⟨·, ·⟩′ as

⟨f(x; q, t), g(x; q, t)⟩′ = t−(
m
2 )
〈
f(x; q, t), τ1 · · · τmKωm

T̄ωm
g(x; q, t)

〉
m

where h(x; q, t) = h(x; q−1, t−1) for any h(x; q, t) ∈ Rm, we have from Proposition 118 that (6.13)
holds. Note that, for i = 1, . . . ,m−1, the adjoint of Ti with respect to this sesquilinear scalar product
is T̄i while, as was seen in [18], Ti is self-adjoint with respect to the scalar product ⟨·, ·⟩m.

Working in N = m variables, we obtain a Cauchy-type identity for the non-symmetric Macdon-
ald polynomials. Note that since there is no restriction on m, the result holds for any number of
variables.

Proposition 133. For x̄ = (x1, . . . , xm) and ȳ = (x1, . . . , xm), we have

K0(x̄, qȳ)

 ∏
1≤i<j≤m

1− txiyj
1− xiyj

 ∏
1≤i≤m

1

1− xiyi

 =
∑

η∈Zm
≥0

aη(q, t)Eη(x̄; q, t)Eη(ȳ; q
−1, t−1) (6.14)

where

aη(q, t)
−1 =

∏
s∈η

1− qã(s)+1tℓ̃(s)

1− qã(s)+1tℓ(s)+1

Proof. From Proposition 111, we have that P(aaa;λ)(x(m); q, t) = 0 if λ ̸= ∅. Moreover, when
λ = ∅, we get from (4.3) that P(aaa;∅)(x(m); q, t) = Eη(x(m); q, t) for η = aaa = (a1, . . . , am). The result
is then immediate from Corollary 130 since the diagram of the composition η is equal to that of the
m-partition (aaa; ∅), and since a(s) = ã(s) + 1 given that every row of the diagram of η ends with a
circle. □

Remark 134. A different Cauchy-type identity for the non-symmetric Macdonald polynomials
was provided in [24]. For x̄ = (x1, . . . , xm) and ȳ = (x1, . . . , xm), it reads in our language as

K0(x̄, ȳ)

 ∏
1≤j<i≤m

1− xiyj
1− txiyj

 ∏
1≤i≤m

1

1− txiyi

 =
∑

η∈Zm
≥0

aη(q, t)Eη(x̄; q, t)Eη(ȳ; q
−1, t−1) (6.15)

We will now see that (6.14) and (6.15) are essentially equivalent by recovering (6.14) from (6.15).
First observe that

aη(q
−1, t−1) = t−|η|aη(q, t)

and
Eη(tx̄; q

−1, t−1) = t|η|Eη(x̄; q
−1, t−1)

We also have using (??) that

K0(x̄, ȳ)
∣∣∣
(q,t)7→(q−1,t−1)

=
∑
λ

zλ(q
−1, t−1)−1pλ(x̄)pλ(ȳ) =

∑
λ

zλ(q, t)
−1pλ(qx̄/t)pλ(ȳ) = K0(qx̄/t, ȳ)

Letting (q, t) 7→ (q−1, t−1) in (6.15) followed by xi 7→ txi, for i = 1, . . . ,m, thus yields

K0(qx̄, ȳ)

 ∏
1≤j<i≤m

1− txiyj
1− xiyj

 ∏
1≤i≤m

1

1− xiyi

 =
∑

η∈Zm
≥0

aη(q, t)Eη(x̄; q
−1, t−1)Eη(ȳ; q, t)

Interchanging x̄ and ȳ then leads to (6.14).
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Finally, we get from Proposition 112 and Theorem 127 that the m-symmetric Macdonald poly-
nomials also have and orthogonality/unitriangularity characterization akin to that of the usual
Macdonald polynomials.

Proposition 135. Them-symmetric Macdonald polynomials form the unique basis {PΛ(x; q, t)}Λ
of Rm such that

(1) ⟨PΛ(x; q, t) , PΩ(x; q, t)⟩m = 0 if Λ ̸= Ω (orthogonality)

(2) PΛ(x; q, t) = mΛ +
∑
Ω<Λ

dΛΩ(q, t)mΩ (unitriangularity)

for certain coefficients dΛΩ(q, t) ∈ Q(q, t). We recall that the dominance order on m-partitions was
defined in (2.1).

7. Appendix

7.1. Proof of Theorem 113.

Proof. We will prove the result in N variables. The case N → ∞ will then be immediate.
Recall that

PΛ(x1, . . . , xN ; q, t) =
1

uΛ,N (t)
Stm+1,NEηΛ,N

(x1, . . . , xN ; q, t)

First consider the case Λ = (aaa; bN−m) for any b ≥ 0. The case b = 0 was proven in [18] (the proof
is essentially the same as the one we will provide in the case b > 0) so we can assume that b > 0.
In that case, there are two possibilities for the (m + 1)-circle. It can be added in the uppermost
row of size b to give Λb = (aaa, b; bN−m−1) or in a row of size 0 to give Λ0 = (aaa, 0; bN−m). But
from Proposition 111, we have that PΛ0(x; q, t) = 0 in N variables given that b > 0 by assumption.
The only possibility is thus Λb. Observe that in this case, all the rows above that of the (m + 1)-
circle in Λb end with a circle and thus do not contribute to ψΛb/Λ. As such, we need to show that
i(PΛ) = PΛb .

Recall from (??) that Stm+1,N = Stm+2,NRm+1,N . Using ηΛ,N = (a1, . . . , am, b
N−m), we obtain

from (??) that

Rm+1,NEηΛ,N
(x1, . . . , xN ; q, t) = (1 + t+ t2 + · · ·+ tN−m−1)EηΛ,N

(x1, . . . , xN ; q, t)

Hence, in order to prove that i(PΛ) = PΛb , we need to show that

1

uΛ,N (t)
Stm+2,N (1 + t+ t2 + · · ·+ tN−m−1)EηΛ,N

=
1

uΛb,N (t)
Stm+2,NEη

Λb,N

But this is easily seen to be the case given that ηΛ,N = ηΛb,N and

(1 + t+ · · ·+ tN−m−1)

uΛ,N (t)
=

(1 + t−1 + · · ·+ t−(N−m−1))

uΛ,N (t)

t(N−m)(N−m−1)/2

t(N−m−1)(N−m−2)/2
=

1

uΛb,N (t)

We now consider the general case. We let ηΛ,N = (a1, . . . , am, λN−m, . . . , λ2, λ1), where we
consider that λN−m can be equal to 0. Observe that we can assume that λN−m < λ1 since the case
λN−m = λ1 corresponds to the case Λ = (aaa; bN−m), which was already established.

We will proceed by induction on N −m. The theorem is readily seen to hold when N = m+ 1
since in this case Λ can only be of the form Λ = (aaa; b), which has been seen to hold. In the following,
we will denote by λ \ b the partition obtained by removing one row of length b from λ (similarly
λ \ {b, c} will stand for the partition obtained by removing the entries b and c from λ).
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We will first show that the theorem holds for the (m+ 1)-partitions Ω = (aaa, b;λ \ b) such that
b ̸= λN−m. For simplicity, we will let s = λN−m and use the notation Λ+ = (aaa, s;λ \ s) and
Ω+ = (aaa, s, b;λ \ {b, s}). By induction on N −m, we have that

1

uΛ+,N (t)
Stm+2,NEηΛ+,N

=
∑
∆

ψ∆/Λ+

1

u∆,N (t)
Stm+3,NEη∆,N

(7.1)

Our goal is to show that
1

uΛ,N (t)
Stm+1,NEηΛ,N

∣∣∣
PΩ

= ψΩ+/Λ+ (7.2)

This will prove our claim since ψΩ+/Λ+ = ψΩ/Λ given that the only difference between Λ+ and Λ is
the extra (m+ 1)-circle in row s (which does no affect ψΩ+/Λ+).

Using Rm+1,N = 1 + Tm+1Rm+2,N , we get

Stm+1,N = Stm+2,NRm+1,N = Stm+2,N + Stm+2,NTm+1Rm+2,N (7.3)

Now, when acting on EηΛ,N
, the operator Stm+2,N will produce a linear combination of Eν ’s such

that the first m+ 1 entries of ν are a1, . . . , am, s with s ̸= b. This implies that the term Stm+2,N in

the r.h.s. of (7.3) will not contribute to the coefficient ψΩ/Λ. Therefore, using

Stm+2,NTm+1Rm+2,N = Lm+2,NStm+3,NTm+1Rm+2,N

= Lm+2,NTm+1Stm+3,NRm+2,N = Lm+2,NTm+1Stm+2,N

we obtain from (7.3) that

1

uΛ,N (t)
Stm+1,NEηΛ,N

∣∣∣
PΩ

=
1

uΛ,N (t)
Lm+2,NTm+1Stm+2,NEηΛ,N

∣∣∣
PΩ

Given that ηΛ,N = ηΛ+,N , we then obtain

1

uΛ,N (t)
Stm+1,NEηΛ,N

∣∣∣
PΩ

=
uΛ+,N (t)

uΛ,N (t)
Lm+2,NTm+1

(
1

uΛ+,N (t)
Stm+2,NEηΛ+,N

) ∣∣∣∣∣
PΩ

From (7.1), we then have

1

uΛ,N (t)
Stm+1,NEηΛ,N

∣∣∣
PΩ

=
∑
∆

ψ∆/Λ+

1

u∆,N (t)

uΛ+,N (t)

uΛ,N (t)
Lm+2,NTm+1Stm+3,NEη∆,N

∣∣∣
PΩ

Now, we observe that the only way to generate PΩ is to act with Tm+1 on Stm+3,NEηΩ+,N
(otherwise

the resulting indexing composition will not have a b in the (m+ 1)-th position). From (??), we see
that

Tm+1Stm+3,NEηΩ+,N
= Stm+3,NTm+1EηΩ+,N

= tStm+3,NEηΩ,N
+A(q, t)Stm+3,NEηΩ+,N

for some coefficient A(q, t). This yields

1

uΛ,N (t)
Stm+1,NEηΛ,N

∣∣∣
PΩ

= ψΩ+/Λ+

uΛ+,N (t)

uΛ,N (t)

uΩ,N (t)

uΩ+,N (t)
Lm+2,N

(
t

uΩ,N (t)
Stm+3,NEηΩ,N

) ∣∣∣∣∣
PΩ

= ψΩ+/Λ+

uΛ+,N (t)

uΛ,N (t)

uΩ,N (t)

uΩ+,N (t)

(
t

uΩ,N (t)
Stm+2,NEηΩ,N

) ∣∣∣∣∣
PΩ

= tψΩ+/Λ+

uΛ+,N (t)

uΛ,N (t)

uΩ,N (t)

uΩ+,N (t)

The result thus holds since it is not too difficult to show that

t
uΛ+,N (t)

uΛ,N (t)

uΩ,N (t)

uΩ+,N (t)
= 1
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given that

uΛ+,N (t)

uΛ,N (t)
=

[n− 1]1/t!

tN−m−1[n]1/t!
and

uΩ,N (t)

uΩ+,N (t)
=
tN−m−2[n]1/t!

[n− 1]1/t!

with n the number of occurrences of s in λN−m, . . . , λ1.

Finally, we have to consider the case where the (m + 1)-partition Ω = (aaa, b;λ \ b) is such that
b = λN−m. This case turns out to be somewhat more complicated. This time, we use the relation

Rm+1,N = Rm+1,N−1(1 + TN−1)−Rm+1,N−2TN−1

to get from (??) that

Stm+1,N = Stm+2,N

(
Rm+1,N−1(1 + TN−1)−Rm+1,N−2TN−1

)
= L′

m+2,NStm+2,N−1Rm+1,N−1(1 + TN−1)− L′
m+2,NL′

m+2,N−1Stm+2,N−2Rm+1,N−2TN−1

= L′
m+2,NStm+1,N−1 + L′

m+2,NStm+1,N−1TN−1 − L′
m+2,NL′

m+2,N−1Stm+1,N−2TN−1 (7.4)

We first establish the result when λ1 = λ2. In this case, TN−1EηΛ,N
= tEηΛ,N

, which implies from
the previous equation that

1

uΛ,N (t)
Stm+1,NEηΛ,N

=
(1 + t)

uΛ,N (t)
L′
m+2,NStm+1,N−1EηΛ,N

− t

uΛ,N (t)
L′
m+2,NL′

m+2,N−1Stm+1,N−2EηΛ,N

(7.5)

In order to use induction, we will need the relations

ΦqStm+2,N = Stm+1,N−1Φq and Φ2
qStm+3,N = Stm+1,N−2Φ

2
q (7.6)

where Φq, which was defined in (??), is such that ΦqEηΛ̂,N
= tr−NEηΛ,N

with Λ̂ = (λ1− 1, aaa;λ \λ1)
and r the row in the diagram of ηΛ̂,N corresponding to the entry λ1 − 1 (the highest row of size

λ1 − 1 in the diagram of ηΛ̂,N ). The first term in the r.h.s. of (7.5) thus gives

(1 + t)

uΛ,N (t)
L′
m+2,NStm+1,N−1EηΛ,N

=
t−r+N (1 + t)

uΛ,N (t)
L′
m+2,NΦqStm+2,NEηΛ̂,N

Hence, by induction on N − m (using a similar expression as in (7.1)) we have that the terms

Stm+3,NEη∆̂,N
that can appear in Stm+2,NEηΛ̂,N

are such that ∆̂ = (λ1−1, aaa, λi;λ\{λ1, λi}). Letting
∆ = (aaa, λi;λ \ λi), we observe using L′

m+2,NStm+2,N−1 = Stm+2,N that

L′
m+2,NΦqStm+3,NEη∆̂,N

= L′
m+2,NStm+2,N−1ΦqEη∆̂,N

= tr−NStm+2,NEη∆,N

since the row in the diagram of η∆̂,N corresponding to the entry λ1 − 1 is the same as that of the
entry λ1 − 1 in the diagram of ηΛ̂,N . Therefore, focusing on the term Ω, we have

(1 + t)

uΛ,N (t)
L′
m+2,NStm+1,N−1EηΛ,N

∣∣∣
PΩ

= (1 + t)ψΩ̂/Λ̂

uΛ̂,N (t)

uΛ,N (t)

uΩ,N (t)

uΩ̂,N (t)

where Ω̂ = (λ1− 1, aaa, s;λ \ {λ1, s}). Doing a similar analysis for the second term in the rhs of (7.5),
we obtain that

− t

uΛ,N (t)
L′
m+2,NL′

m+2,N−1Stm+1,N−1EηΛ,N

∣∣∣
PΩ

= −tψΩ̃/Λ̃

uΛ̃,N (t)

uΛ,N (t)

uΩ,N (t)

uΩ̃,N (t)

with Λ̃ = (λ2 − 1, λ1 − 1, aaa;λ \ {λ1, λ2}) and Ω̃ = (λ2 − 1, λ1 − 1, aaa, s;λ \ {λ1, λ2}). We thus have to
prove that

(1 + t)ψΩ̂/Λ̂

uΛ̂,N (t)

uΛ,N (t)

uΩ,N (t)

uΩ̂,N (t)
− tψΩ̃/Λ̃

uΛ̃,N (t)

uΛ,N (t)

uΩ,N (t)

uΩ̃,N (t)
= ψΩ/Λ (7.7)
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Since s < λ1 = λ2 by assumption, we have that

uΩ,N (t)

uΛ,N (t)
=

[n− 1]1/t!

tN−m−1[n]1/t!
,

uΛ̂,N (t)

uΩ̂,N (t)
=
tN−m−2[n]1/t!

[n− 1]1/t!
, and

uΛ̃,N (t)

uΩ̃,N (t)
=
tN−m−3[n]1/t!

[n− 1]1/t!
(7.8)

with n the number of occurrences of s in λN−m, . . . , λ1. It thus remains to prove that

(1 + t)

t
ψΩ̂/Λ̂ −

1

t
ψΩ̃/Λ̃ = ψΩ/Λ (7.9)

Comparing ψΩ̂/Λ̂, ψΩ̃/Λ̃ and ψΩ/Λ, we get that their factors are identical except in the rows corre-

sponding to λ1 and λ2 in Λ (they are consecutive rows, with that of λ2 just above that of λ1). The
squares in those rows contribute

1− qλ1+1tℓ−1

1− qλ1+1tℓ
, 1 and

(1− qλ1+1tℓ−1)

(1− qλ1+1tℓ)

(1− qλ1+1tℓ−2)

(1− qλ1+1tℓ−1)

respectively to ψΩ̂/Λ̂, ψΩ̃/Λ̃ and ψΩ/Λ, where ℓ is the leg-length of the square in the row of λ2 in the

diagram of Ω. We therefore get that (7.9) holds given that

(1 + t)

t

(1− qλ1+1tℓ−1)

(1− qλ1+1tℓ)
− 1

t
=

1− qλ1+1tℓ−2

1− qλ1+1tℓ
=

(1− qλ1+1tℓ−1)

(1− qλ1+1tℓ)

(1− qλ1+1tℓ−2)

(1− qλ1+1tℓ−1)

Finally, we need to prove the result when λ1 > λ2. In this case,

TN−1EηΛ,N
= tEsN−1(ηΛ,N ) +

(t− 1)

1− qλ1−λ2tr
EηΛ,N

where r is the difference between the row of λ2 and that of λ1 in the diagram associated to ηΛ,N .
Using (7.4), we obtain this time

1

uΛ,N (t)
Stm+1,NEηΛ,N

=
(t− qλ1−λ2tr)

uΛ,N (t)(1− qλ1−λ2tr)
L′
m+2,NStm+1,N−1EηΛ,N

− (t− 1)

uΛ,N (t)(1− qλ1−λ2tr)
L′
m+2,NL′

m+2,N−1Stm+1,N−2EηΛ,N

+
t

uΛ,N (t)
L′
m+2,NStm+1,N−1EsN−1(ηΛ,N )

− t

uΛ,N (t)
L′
m+2,NL′

m+2,N−1Stm+1,N−2EsN−1(ηΛ,N )

Using (7.6) and doing a similar analysis as in the λ1 = λ2 case, we obtain by induction that

(t− qλ1−λ2tr)

uΛ,N (t)(1− qλ1−λ2tr)
L′
m+2,NStm+1,N−1EηΛ,N

∣∣∣
PΩ

=
(t− qλ1−λ2tr)

(1− qλ1−λ2tr)
ψΩ̂/Λ̂

uΛ̂,N (t)

uΛ,N (t)

uΩ,N (t)

uΩ̂,N (t)

and that

− (t− 1)

uΛ,N (t)(1− qλ1−λ2tr)
L′
m+2,NL′

m+2,N−1Stm+1,N−1EηΛ,N

∣∣∣
PΩ

= − (t− 1)

(1− qλ1−λ2tr)
ψΩ̃/Λ̃

uΛ̃,N (t)

uΛ,N (t)

uΩ,N (t)

uΩ̃,N (t)

Letting Γ̂ = (λ2 − 1, aaa;λ \ λ2), Γ̂s = (λ2 − 1, aaa, s;λ \ λ2), Γ̃ = (λ1 − 1, λ2 − 1, aaa;λ \ {λ1, λ2}), and
Γ̃s = (λ1 − 1, λ2 − 1, aaa, s;λ \ {λ1, λ2}) as well as making use of the relation (see Lemma 55 in [18])

Stm+1,NEsN−1(ηΩ,N ) =
(1− qλ1−λ2tr+1)

t(1− qλ1−λ2tr)
EηΩ,N

we get similarly by induction that

t

uΛ,N (t)
L′
m+2,NStm+1,N−1EsN−1(ηΛ,N )

∣∣∣
PΩ

=
(1− qλ1−λ2tr+1)

(1− qλ1−λ2tr)
ψΓ̂s/Γ̂

uΓ̂,N (t)

uΛ,N (t)

uΩ,N (t)

uΓ̂s,N (t)
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and

− t

uΛ,N (t)
L′
m+2,NL′

m+2,N−1Stm+1,N−2EsN−1(ηΛ,N )

∣∣∣
PΩ

= − (1− qλ1−λ2tr+1)

(1− qλ1−λ2tr)
ψΓ̃s/Γ̃

uΓ̃,N (t)

uΛ,N (t)

uΩ,N (t)

uΓ̃s,N (t)

We thus have to show that

(t− qλ1−λ2tr)

(1− qλ1−λ2tr)
ψΩ̂/Λ̂

uΛ̂,N (t)

uΛ,N (t)

uΩ,N (t)

uΩ̂,N (t)
− (t− 1)

(1− qλ1−λ2tr)
ψΩ̃/Λ̃

uΛ̃,N (t)

uΛ,N (t)

uΩ,N (t)

uΩ̃,N (t)

+
(1− qλ1−λ2tr+1)

(1− qλ1−λ2tr)
ψΓ̂s/Γ̂

uΓ̂,N (t)

uΛ,N (t)

uΩ,N (t)

uΓ̂s,N (t)
− (1− qλ1−λ2tr+1)

(1− qλ1−λ2tr)
ψΓ̃s/Γ̃

uΓ̃,N (t)

uΛ,N (t)

uΩ,N (t)

uΓ̃s,N (t)
= ψΩ/Λ

(7.10)

Since s ≤ λ2, the only case where Ω̃, Γ̂s or Γ̃s may not exist (for the lack of an extra s in λ) is the
case Λ = (aaa;λ1, λ2) in N = m+ 2 variables. Let us consider it first. Using (7.8) with n = 1, as well
as ψΩ̃/Λ̃ = ψΓ̃s/Γ̃ = ψΓ̂s/Γ̂ = 0 in (3.9), we have to prove in this case that

(t− qλ1−λ2tr)

t(1− qλ1−λ2tr)
ψΩ̂/Λ̂ = ψΩ/Λ

But this is immediate given that ψΩ̂/Λ̂ = 1 and

ψΩ/Λ =
1− qλ1−λ2tr−1

1− qλ1−λ2tr

As previously mentioned, the remaining cases will involve all terms: Ω̂, Ω̃, Γ̂s and Γ̃s. Using
(7.8) together with

uΓ̂,N (t)

uΓ̂s,N (t)
=
tN−m−2[n]t−1 !

[n− 1]t−1 !
and

uΓ̃,N (t)

uΓ̃s,N (t)
=
tN−m−3[n]1/t!

[n− 1] 1
t
!

in (3.9), we have to prove this time that

(t− qλ1−λ2tr)

t(1− qλ1−λ2tr)
ψΩ̂/Λ̂−

(t− 1)

t2(1− qλ1−λ2tr)
ψΩ̃/Λ̃+

(1− qλ1−λ2tr+1)

t(1− qλ1−λ2tr)
ψΓ̂s/Γ̂−

(1− qλ1−λ2tr+1)

t2(1− qλ1−λ2tr)
ψΓ̃s/Γ̃ = ψΩ/Λ

Comparing ψΩ̂/Λ̂, ψΩ̃/Λ̃, ψΓ̂s/Γ̂, ψΓ̃s/Γ̃, and ψΩ/Λ, we get that their factors are identical except in

the rows corresponding to λ1 and λ2 in Ω/Λ. The squares in those rows contribute

1− qλ2+1tl−1

1− qλ2+1tl
, 1,

1− qλ1+1tr+l−1

1− qλ1+1tr+l
, 1 and

(1− qλ1+1tr+l−1)

(1− qλ1+1tr+l)

(1− qλ2+1tl−1)

(1− qλ2+1tl)

respectively to ψΩ̂/Λ̂, ψΩ̃/Λ̃, ψΓ̂s/Γ̂, ψΓ̃s/Γ̃, and ψΩ/Λ, where l is the leg-length of the square in the

row of λ2 in the diagram of Ω, and where we recall that r is the difference between the row of λ2
and that of λ1 in the diagram associated to Λ (or, equivalently, in the diagram associated to ηΛ,N ).
The result then follows from the relation

(t− qλ1−λ2tr)

t(1− qλ1−λ2tr)

(1− qλ2+1tl−1)

(1− qλ2+1tl)
− (t− 1)

t2(1− qλ1−λ2tr)

+
(1− qλ1−λ2tr+1)

t(1− qλ1−λ2tr)

(1− qλ1+1tr+l−1)

(1− qλ1+1tr+l)
− (1− qλ1−λ2tr+1)

t2(1− qλ1−λ2tr)
=

(1− qλ1+1tr+l−1)

(1− qλ1+1tr+l)

(1− qλ2+1tl−1)

(1− qλ2+1tl)

which can straightforwardly be checked using

− (t− 1)

t2(1− qλ1−λ2tr)
− (1− qλ1−λ2tr+1)

t2(1− qλ1−λ2tr)
= −1

t

and then

(1− qλ1−λ2tr+1)

t(1− qλ1−λ2tr)

(1− qλ1+1tr+l−1)

(1− qλ1+1tr+l)
− 1

t
= qλ1−λ2tr−1 (1− t)(1− qλ2+1tl−1)

(1− qλ1−λ2tr)(1− qλ1+1tr+l)
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followed by

(t− qλ1−λ2tr)

t(1− qλ1−λ2tr)

(1− qλ2+1tl−1)

(1− qλ2+1tl)
+ qλ1−λ2tr−1 (1− t)(1− qλ2+1tl−1)

(1− qλ1−λ2tr)(1− qλ1+1tr+l)

=
(1− qλ1+1tr+l−1)

(1− qλ1+1tr+l)

(1− qλ2+1tl−1)

(1− qλ2+1tl)

□

7.2. Proof of Proposition 121. Let Hm(t) be the Hecke algebra generated by T1, . . . , Tm−1.
We define the linear antihomomorphism φm : Hm(t)→ Hm(t) to be such that

φm(Ti) = Tm−i for i = 1, . . . ,m− 1

For any permutation σ ∈ Sm, we thus have that φm(Tσ) = Tσ̃ for a certain permutation σ̃ ∈ Sm of
the same length as σ. Hence

φm(Tωm
) = Tωm

(7.11)

given that ωm is the unique longest permutation in Sm. Moreover, it is easy to see that φm ◦ φm is
the identity and that

φm(T̄i) = T̄m−i (7.12)

Lemma 136. Let ω′
m−1 = [1,m,m−1, . . . , 2] be the longest permutation in the symmetric group

on {2, . . . ,m}. Then, for all i ∈ {1, . . . ,m}, we have

Tωm
= Ti−1 · · ·T1 · Tω′

m−1
· φm(Ti · · ·Tm−1) (7.13)

and

φm(T̄ωm) = φm(T̄1 · · · T̄i−1) · φm(T̄ω′
m−1

) · T̄m−1 · · · T̄i (7.14)

Proof. It suffices to prove (7.13) since (7.11) can be obtained from (7.13) by taking the inverse
and then applying φm. Since ωm is of length m(m− 1)/2, (7.13) will hold if we can prove that

ωm = si−1 · · · s1ω′
m−1s1 · · · sm−i

for i = 1, . . . ,m. The result is well known when i = 1. For an arbitrary i, we use the simple relation

sℓ ωm sm−ℓ = ωm

successively (for ℓ = 1, . . . , i− 1) on the i = 1 case

ωm = ω′
m−1s1 · · · sm−1

□

For simplicity, we now define

K̄m(x, y) = t(
m
2 )T̄ (x)

ωm
Km(x, y) = K0(x, y)

[ ∏
i+j≤m(1− tq−1xiyj)∏
i+j≤m+1(1− q−1xiyj)

]
(7.15)

Lemma 137. For i = 1, . . . ,m− 1, we have

T
(x)
i K̄m(x(N), y(N)) = T

(y)
m−iK̄m(x(N), y(N)) (7.16)

Hence

T (x)
σ K̄m(x(N), y(N)) = φ(y)

m

(
T (y)
σ

)
K̄m(x(N), y(N)) (7.17)

for any σ ∈ Sm.
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Proof. We have that K̄m(x(N), y(N)) is symmetric in xi and xi+1 and in ym−i and ym−i+1

except for the term

B :=
(1− tq−1xiym−i)

(1− q−1xiym−i+1)(1− q−1xi+1ym−i)(1− q−1xiym−i)

We thus only have to prove that T
(x)
i B = T

(y)
m−iB, or equivalently, that (T

(x)
i − t)B = (T

(y)
m−i − t)B.

The lemma thus holds after checking that

(T
(x)
i −t)B = (T

(y)
m−i−t)B =

q−1(txi − xi+1)(tym−i − ym−i+1)

(1− q−1xi+1ym−i)(1− q−1xiym−i)(1− q−1xiym−i+1)(1− q−1xi+1ym−i+1)

□

Proof of Proposition 121. Recall that our claim is that

Y
(x)
i Km(x(N), y(N)) = Y

(y)
i Km(x(N), y(N)) (7.18)

for i = 1, . . . ,m, and that

D(x)Km(x(N), y(N)) = D(y)Km(x(N), y(N)) (7.19)

For the remainder of the section, we will consider that x = (x1, . . . , xN ) and y = (y1, . . . , yN ). We
first prove (7.18). For simplicity, we write Yi = a · b · ω · c, where a = Ti . . . Tm−1, b = Tm . . . TN−1

and c = T̄1 . . . T̄i−1 (note that if i = 1 then c = 1). We will also let d = Tωm
and use a for a(x) and

aaa for a(y) (and similarly for b, c, d and ω). Using this notation, (7.18) translates into

a b ω c d K̄m(x, y) = aaabbbωωω ccc d K̄m(x, y)

But, since d K̄m(x, y) = φ(y)(ddd)K̄m(x, y) = ddd K̄m(x, y) from (7.11) and (7.17), this amounts to

a b ω c d K̄m(x, y) = aaabbbωωω cccddd K̄m(x, y)

which we can rewrite as
K̄m(x, y) = aaabbbωωω cccddd d̄ c̄ ω̄ b̄ ā K̄m(x, y)

where ā stands for the inverse of a (and similarly for the other terms). From Lemma 137, this
becomes

K̄m(x, y) = aaabbbωωω cccdddφ(y)
m (āaa) d̄ c̄ ω̄ b̄ K̄m(x, y)

It was proven in [8] that ω̄ b̄ K̄m(x, y) = ω̄ωω b̄bb K̄m(x, y) (see the symmetry of G(x, y) in (140) therein).
Therefore, we have to prove, using Lemma 137, that

K̄m(x, y) = aaabbbωωω cccdddφ(y)
m (āaa) ω̄ωω b̄bb d̄ c̄ K̄m(x, y)

= aaabbbωωω cccdddφ(y)
m (āaa) ω̄ωω b̄bb φ(y)

m (c̄cc) d̄ K̄m(x, y)

= aaabbbωωω cccdddφ(y)
m (āaa) ω̄ωω b̄bb φ(y)

m (c̄cc) d̄dd K̄m(x, y)

since, as we have seen before, d̄ K̄m(x, y) = φ(y)(d̄dd)K̄m(x, y) = d̄dd K̄m(x, y) from (7.11) and (7.17).
The equality will thus follow if we can prove that

a b ω c dφm(ā) ω̄ b̄ φm(c̄) d̄ = 1

where 1 stands for the identity operator. Now, we use Lemma 136 to get d = c̄ e φm(a) and
d̄ = φm(d̄) = φm(c)φm(ē)ā, where e = Tω′

m−1
. This yields

a b ω c dφm(ā) ω̄ b̄ φm(c̄) d̄ = a b ω c
(
c̄ e φm(a)

)
φm(ā) ω̄ b̄ φm(c̄)

(
φm(c)φm(ē) ā

)
= a b ω e ω̄ b̄ φm(ē) ā

(7.20)

Finally, we have that φm(ē) = φm(T̄ω′
m−1

) = T̄ωm−1 = ē′ since φm changes the set {T2, . . . Tm−1} to
{T1, . . . , Tm−2}. Using b̄ ē′ = ē′ b̄ and ω̄ ē′ = ē ω̄, we obtain that

a b ω e ω̄ b̄ φm(ē) ā = a b ω e ω̄ ē′ b̄ ā = a b ω e ē ω̄ b̄ ā = 1

as wanted.
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For (7.19), we have to prove that

D(x)T (x)
ωm
K̄m(x, y) = D(y)T (y)

ωm
K̄m(x, y)

Since T
(x)
ωm commutes with D(x) and T

(y)
ωmK̄m(x, y) = T

(x)
ωm K̄m(x, y) from (7.11) and (7.17), we only

need to show that

D(x)K̄m(x, y) = D(y)K̄m(x, y)

Now, D(x) commutes with St(x)m+1,N and

St(x)m+1,NK̄m(x, y) ∝ K̄m(x, y)

since K̄m(x(N), y(N)) is symmetric in xm+1, . . . , xN (and similarly when x is replaced by y). It is
thus equivalent to show that

St(x)m+1,ND
(x)K̄m(x, y) = St(y)m+1,ND

(y)K̄m(x, y)

From the definition of D, the result will thus follow if we can show that

St(x)m+1,NY
(x)
i K̄m(x, y) = St(y)m+1,NY

(y)
i K̄m(x, y)

for i = m + 1, . . . , N . Using St(x)m+1,NT
(x)
j = tSt(x)m+1,N and T̄

(x)
j K̄m(x, y) = t−1K̄m(x, y) for j =

m+ 1, . . . , N , we obtain in those cases that (up to a power of t)

St(x)m+1,NY
(x)
i K̄m(x, y) ∝ St(x)m+1,Nω

(x)T̄
(x)
1 · · · T̄ (x)

m K̄m(x, y)

Using the same relation with x replaced by y, we thus have left to prove that

St(x)m+1,Nω
(x)T̄

(x)
1 · · · T̄ (x)

m K̄m(x, y) = St(y)m+1,Nω
(y)T̄

(y)
1 · · · T̄ (y)

m K̄m(x, y)

But this was proven in [8] (see the symmetry of L(x, y) in (154) therein). □

7.3. Missing piece in the proof of Proposition 118. We will prove the following lemma
which was needed in the proof of Proposition 118.

Lemma 138. For any f ∈ Rm in N variables, we have

Y ⋆
i

(
τ1 · · · τmKωm

T̄ωm

)
f =

(
τ1 · · · τmKωm

T̄ωm

)
Ȳif i = 1, . . . ,m (7.21)

and

D⋆
(
τ1 · · · τmKωm

T̄ωm

)
f =

(
τ1 · · · τmKωm

T̄ωm

)
D̄f (7.22)

where D̄ = Ȳm+1 + · · ·+ ȲN +
∑N

i=m+1 t
i−1.

Proof. We first prove (7.21) in the case i = 1. Observe that Ȳ1 and τ1 · · · τmKωm T̄ωm both
preserve Rm. We can thus prove instead that

Y ⋆
1

(
τ1 · · · τmKωm

T̄ωm

)
f = Kσm+1

(
τ1 · · · τmKωm

T̄ωm

)
Ȳ1f

where σm+1 = [1, . . . ,m,N,N − 1, . . . ,m+1]. Hence, using the expression for Y1, we need to prove
that

T ⋆
1 · · ·T ⋆

N−1sN−1 · · · s1τ2 · · · τmKωm
T̄ωm

f = Kσm+1
τ1 · · · τmKωm

T̄ωm
τ−1
1 s1 . . . sN−1T̄N−1 · · · T̄1f

where we use si = Ki,i+1 for simplicity. Using Kωm T̄ωm = T ⋆
ωm
Kωm and multiplying both sides by

T̄ ⋆
m−1 · · · T̄ ⋆

1 , this is equivalent to proving that

T ⋆
m · · ·T ⋆

N−1sN−1 · · · s1τ2 · · · τmKωm T̄ωmf = Kσm+1τ1 · · · τmT ⋆
ωm−1

Kωmτ
−1
1 s1 . . . sN−1T̄N−1 · · · T̄1f

where we used Tωm−1
= T̄m−1 · · · T̄1Tωm

. Letting f ′ = T̄m−1 · · · T̄1f , we thus have to prove that

T ⋆
m · · ·T ⋆

N−1sN−1 · · · s1τ2 · · · τmKωm
T̄ωm−1

f ′ = Kσm+1
τ1 · · · τmT ⋆

ωm−1
Kωm

τ−1
1 s1 . . . sN−1T̄N−1 · · · T̄mf ′
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for f ′ ∈ Rm. Owing to the relationsKωm
τ−1
1 = τ−1

m Kωm
and sN−1 · · · s1τ2 · · · τm = τ1 · · · τm−1sN−1 · · · s1,

we can extract τ1 · · · τm−1 to the left on both sides of the equation. We thus have left to prove that

T ⋆
m · · ·T ⋆

N−1sN−1 · · · s1Kωm
T̄ωm−1

f ′ = Kσm+1
T ⋆
ωm−1

Kωm
s1 . . . sN−1T̄N−1 · · · T̄mf ′

With the help of sm−1 · · · s1Kωm = Kωms1 · · · sm−1 = Kωm−1 and Kωm−1 T̄ωm−1 = T ⋆
ωm−1

Kωm−1 ,
this now amounts to showing that

T ⋆
m · · ·T ⋆

N−1sN−1 · · · smf ′ = Kσm+1
sm . . . sN−1T̄N−1 · · · T̄mf ′

Letting σm = [1, . . . ,m − 1, N,N − 1, . . . ,m] and using the fact that f ′ ∈ Rm, this is seen to hold
since

T ⋆
m · · ·T ⋆

N−1sN−1 · · · smf ′ = T ⋆
m · · ·T ⋆

N−1Kσm
f ′ = Kσm

T̄N−1 · · · T̄mf ′

= Kσm+1sm . . . sN−1T̄N−1 · · · T̄mf ′

We now consider the general case in (7.21). From the relation

Yi = T̄i−1 · · · T̄1Y1T̄1 · · · T̄i−1

we have to show that, for 1 ≤ i ≤ m, we have(
T̄ ⋆
i−1 · · · T̄ ⋆

1 Y
⋆
1 T̄

⋆
1 · · · T̄ ⋆

i−1

)
τ1 . . . τmKωm T̄ωm = τ1 . . . τmKωm T̄ωm

(
Ti−1 · · ·T1Y1T1 · · ·Ti−1

)
But this is indeed the case since using the Y1 case and T ⋆

i Kωm
T̄ωm

= Kωm
T̄ωm

Ti for all i = 1, . . . ,m,
we get that(

T̄ ⋆
i−1 · · · T̄ ⋆

1 Y
⋆
1 T̄

⋆
1 · · · T̄ ⋆

i−1

)
τ1 . . . τmKωm

T̄ωm
= T̄ ⋆

i−1 · · · T̄ ⋆
1 Y

⋆
1 τ1 . . . τmKωm

T̄ωm
T1 · · ·Ti−1

= T̄ ⋆
i−1 · · · T̄ ⋆

1 τ1 . . . τmKωm T̄ωm Ȳ1T1 · · ·Ti−1

= τ1 . . . τmKωm T̄ωm

(
Ti−1 · · ·T1Ȳ1T1 · · ·Ti−1

)
Finally, proceeding as in the proof of (7.19), in order to prove (7.22) we only have to show that

(Stm+1,N )⋆Y ⋆
m+1τ1 · · · τmKωm

T̄ωm
f = τ1 · · · τmKωm

T̄ωm
Stm+1,N Ȳm+1f

on any f ∈ Rm. This is equivalent to proving that

Kσm+1(Stm+1,N )⋆Y ⋆
m+1τ1 · · · τmKωm T̄ωmf = τ1 · · · τmKωm T̄ωmStm+1,N Ȳm+1f

since τ1 · · · τmKωm T̄ωmStm+1,N Ȳm+1 preserves Rm. Using (Stm+1,N )⋆T ⋆
i = t−1(Stm+1,N )⋆ and T̄if =

t−1f for i = m+ 1, . . . , N , this thus amounts to showing that

Stm+1,NKσm+1
sN−1 · · · s1τ−1

1 T̄ ⋆
1 · · · T̄ ⋆

mτ1 · · · τmKωm
T̄ωm

f

= τ1 · · · τmKωm
T̄ωm
Stm+1,NTm · · ·T1τ−1

1 s1 · · · smf
(7.23)

where we have used the relation Kσm+1
(Stm+1,N )⋆ = Stm+1,NKσm+1

. We will now see that (7.23)
holds. We first use Kσm+1

sN−1 · · · sm+1 = Kσm+2
to obtain

Stm+1,NKσm+1
sN−1 · · · s1τ−1

1 T̄ ⋆
1 · · · T̄ ⋆

mτ1 · · · τmKωm
T̄ωm

f

= Stm+1,NKσm+2
sm · · · s1τ−1

1 T̄ ⋆
1 · · · T̄ ⋆

mτ1 · · · τmKωm
T̄ωm

f

= Stm+1,Nsm · · · s1τ−1
1 T̄ ⋆

1 · · · T̄ ⋆
mτ1 · · · τmKωm

T̄ωm
f

since Kσm+2f = f . We then observe that

T̄ ⋆
1 · · · T̄ ⋆

mT
⋆
ωm
Kωm+1 = Kωm+1Tm · · ·T1T̄ω′

m
= Kωm+1 T̄ωmTm · · ·T1
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since sm · · · s1ω′
m = ωmsm · · · s1, where ω′

m = [1,m,m − 1, . . . , 2,m + 1, . . . , N ]. But then (7.23)
holds given that

Stm+1,Nsm · · · s1τ−1
1 T̄ ⋆

1 · · ·T̄ ⋆
mτ1 · · · τmKωm

T̄ωm
f

= Stm+1,Nsm · · · s1τ−1
1 T̄ ⋆

1 · · · T̄ ⋆
mT

⋆
ωm
τ1 · · · τmKωm

f

= Stm+1,Nsm · · · s1τ−1
1 T̄ ⋆

1 · · · T̄ ⋆
mT

⋆
ωm
τ1 · · · τmKωm+1

s1 · · · smf
= Stm+1,NKωmτ

−1
m+1T̄ωmTm · · ·T1τ2 · · · τm+1s1 · · · smf

= Stm+1,NKωmτ1 · · · τmT̄ωmTm · · ·T1τ−1
1 s1 · · · smf

= τ1 · · · τmKωm
T̄ωm
Stm+1,NTm · · ·T1τ−1

1 s1 · · · smf
□
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CHAPTER 5

Symmetric functions in superspace and bisymmetric
functions

1. Ring of symmetric functions ins superspace

In this section we will introduce the basics notions concerning symmetric functions in superspace.
Most of this section is taken from [8].

Consider the ring Q[x; θ] = Q[x1, x2, . . . , xN , θ1, θ2, . . . , θN ], where the variables obey the rela-
tions

xixj = xjxi, θixj = xjθi, θiθj = −θjθi
We can define an action of SN on Q[x; θ] as follows, given a permutation σ ∈ SN and f ∈ Q[x; θ]
the action of σ on f is

Kσf = K(x)
σ K(θ)

σ f = f(xσ(1), . . . , xσ(N), θσ(1), . . . , θσ(N))

The space of symmetric polynomials in superspace in N variables is the space of polyno-
mials in Q[x; θ] that are invariant under this action, i.e.

ΛN = Q[x; θ]SN = {f ∈ Q[x; θ] | Kσ · f = f for all σ ∈ SN}

Example 139. Here are two examples of symmetric functions in superspace when N = 2:

(1) f(x1, x2, θ1, θ2) = θ1x
2
2 + θ2x

2
1,

(2) f(x1, x2, θ1, θ2) = θ1θ2(x
4
1 − x42),

The space of symmetric polynomials in superspace has a doubly graded structure given by

ΛN =
⊕

n,m≥0

ΛN (n|m)

where ΛN (n|m) is the space of homogeneous symmetric polynomials in superspace of degree n in
the x variables and degree m in the θ variables. Since θiθi = 0, the degree m in the θ variables
implies that each term of the symmetric polynomial in superspace has exactly m distinct θi’s.

As we will now see, as a vector space, the ring of symmetric functions in superspace is equivalent
to the ring of bisymmetric functions. This relationship will prove crucial as it will allow us to disre-
gard the θ variables to work with a single family of variables. The theory will thus be reformulated
in a more tractable way, enabling us to use all the machinery introduced in the previous chapters
to establish properties of the Macdonald polynoials in superspace.

Definition 140. We will be concerned with the ring of bisymmetric functions

Rm,N = Q[x1, . . . , xN ]Sm×Sm+1,N .

Bases of Rm,N are naturally indexed by pairs of partitions (λ, µ), where λ (resp. µ) is a partition
whose length is at most m (resp. N −m). We will adopt the language of symmetric functions in
superspace [8] and consider the bijection

(λ, µ)←→ (Λa; Λs) := (λ+ δm;µ)
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where δm = (m − 1,m − 2, . . . , 0). The superpartition Λ = (Λa,Λs) thus consists of a partition Λa

with m non-repeated entries (one of them possibly equal to zero) and a usual partition Λs whose
length is not larger than N −m.

Remark 141. Since the variables θ’s satisfy anticommutating relations, any polynomial in su-
perspace F (x; θ) can be written as

F (x; θ) =
∑

I⊆{1,...,N};|I|=m

θI∆I(x)fI(x) (1.1)

where, for I = {i1, . . . , im} with i1 < i2 < · · · < im, we have θI = θi1 · · · θim . Observe that by
symmetry a polynomial in superspace is completely determined by its coefficient f{1,...,m}(x), and
moreover, that f{1,...,m}(x) needs to be bisymmetric.

Example 142. (1) If F (x1, x2, θ1, θ2) = θ1θ2(x
4
1−x42) = θ1θ2(x1−x2)(x31+x21x2+x1x22+

x32) then f1,2(x1, x2) = x31 + x21x2 + x1x
2
2 + x32.

For our purposes, working with symmetric functions in superspace is equivalent to working with
bisymmetric functions.

2. Superpartitions

We want to study different bases for the space of symmetric functions in superspace. As we shall
emphasize their combinatorial properties, we first need the analog of a partition in this context.

Definition 143. A superpartition is a pair of partitions

Λ = (Λa; Λs) = (Λ1, . . . ,Λm; Λm+1, . . . ,Λl)

with the conditions

Λ1 > Λ2 > · · · > Λm ≥ 0 and Λm+1 ≥ Λm+2 ≥ · · · ≥ Λl ≥ 0

Note that Λa has distinct parts. The length of Λ is ℓ(Λ) = ℓ(Λa)+ℓ(Λs). Sometimes it is convenient
to consider Λ with exactly N parts. In this case we add N − ℓ(Λ) entries equal to zero to Λs. The
number m (the number of part of Λa), is called the fermionic degree of Λ and the bosonic degree
of Λ is

n = |Λa|+ |Λs| = Λ1 + Λ2 + · · ·Λl.

A superpartition has degree (n|m) if it has bosonic degree n and fermionic degree m.

Definition 144. Given n,m ∈ N, the set of superpartitions of degree (n|m) is denoted by
SPar(n|m).

Example 145. The set of superpartitions of (4|2) is
SPar(4|2) = {(1, 0; 3), (1, 0; 2, 1), (1, 0; 1, 1, 1), (2, 0; 2), (2, 0; 1, 1), (2, 1; 1), (3, 0; 1), (3, 1; ), (4, 0; )}

Remark 146. We can define the set of all superpartitions as

SPar =
⋃

n,m≥0

SPar(n|m)

Definition 147. A superpartition Λ ⊢ (n|m) of length l is described by a pair of partitions
(Λ∗,Λ⊛), which satisfy the following conditions:

(1) Λ∗ ⊂ Λ⊛;
(2) the degree of Λ is n;
(3) the length of Λ⊛ os l;
(4) the skew diagram Λ⊛/Λ∗ os both a horizontal and a vertical m-strip.
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Remark 148. There is a correspondence (Λa,Λs) −→ (Λ∗,Λ⊛) between Definition 143 and
Definition 147; Given (Λa,Λs) define Λ∗ = (Λa,Λs)+ the partition obtained when you sort the
composition given by the concatenation of Λa and Λs, and Λ⊛ = (Λa+(1m),Λs)+. It is not difficult
to see that they satisfy the conditions in Definition 147. On the other hand, given (Λ∗,Λ⊛), let Λa

be the entries in Λ∗ that correspond to a row of the the vertical m-strip Λ⊛/Λ∗ and let Λs be its
complement.

Example 149. To Λ∗ = (3, 2, 1, 1, 0) and Λ⊛ = (4, 2, 2, 1, 1) correspond the superpartition
(3, 1, 0; 2, 1).

Definition 150. Given a superpartition Λ the superdiagram or the diagram of Λ is the dia-
gram of Λ⊛ where the boxes corresponding to Λ⊛/Λ∗ are drawn as circles.

Example 151. Given the superpartition (3, 1, 0; 2, 1), we know that Λ∗ = (3, 2, 1, 1, 0) and Λ⊛ =
(4, 2, 2, 1, 1). Its corresponding diagrams are

Λ⊛ = Λ∗ = then Λ⊛/Λ∗ =

Thus, the diagram of the superpartition (3, 1, 0; 2, 1) isk
k

k
Definition 152. The conjugate of a superpartition, denoted by Λ′, is obtained by reflecting

the diagram of the original partition λ along its main diagonal.

Example 153. If Λ = (3, 1, 0; 2, 1) then Λ′ = (4, 2, 0; 1) becausek
k

k
reflecting−−−−−−−→

kk
k

Definition 154. We say that a skew diagram Ω/Λ is a vertical r-strip if the diagrams of
Ω⊛/Λ⊛ and Ω∗/Λ∗ are vertical r-strips.

Example 155. If Ω = (4, 2, 0; 2, 2) and Λ = (3, 1, 0; 2, 1) we have that Ω/Λ is a vertical 3-strip
with diagram

Ω⊛/Λ⊛ = and Ω∗/Λ∗ =

Definition 156. We can define an order in SPar(n|m). Let Λ, Ω in SPar(n|m), we define
the dominance order as

Λ ≥ Ω⇐⇒ Λ∗ ≥ Ω∗ and Λ⊛ ≥ Ω⊛

where the symbol ≥ on the right side is the usual dominance order on partitions.
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Example 157. Taking Λ = (3, 0; 4, 1) and Ω = (2, 1; 3, 2) we have that

Λ∗ = (3, 0; 4, 1) > Ω∗ = (2, 1; 3, 2)

Λ⊛ = (4, 4; 1, 1) > Ω⊛ = (3, 3; 2, 2)

which implies that Λ > Ω.

Remark 158. Again, this order is not a total ordering.

3. Bases of the space of symmetric functions in superspace

We want to study natural bases for the space of symmetric functions in superspace and their
bisymmetric counterparts.

Monomial symmetric functions in superspace.

Definition 159. Given λ a partition, we define the monomial symmetric function in
superspace as

mΛ(x1, . . . , xn) =
1

|GN,Λ|
SN · θ1 · · · θmxη

where η is a composition such that η+ = Λ and GN,Λ = {σ ∈ SN | KσΛ = Λ} and SN correspond
to the simetrization operator respect the action of symmetric group over Q[x; θ].

Example 160. We have

m(2,0;1) = θ1θ2x
2
1x3 + θ2θ1x

2
2x3 + θ3θ2x

2
3x1 + θ1θ3x

2
1x2 + θ2θ3x

2
2x1 + θ3θ1x

2
3x2

= θ1θ2(x
2
1x3 − x22x3) + θ2θ3(x

2
2x1 − x23x2) + θ1θ3(x

2
1x2 − x23x2).

Remark 161. Note that {mΛ}Λ, where Λ runs over all superpartitions, is a natural basis of the
space of symmetric functions in superspace.

Remark 162. Note that in this case, the bisymmetric part of this polynomials is just xη, i.e.

mΛ(θ1, . . . , θm;x1, . . . , xn) =
∑

σ∈SN

Kσθ1 · · · θm∆m(x)xη

where η is a composition such that η+ = Λ∗.

Elementary symmetric functions in superspace.

Definition 163. For r ≥ 0, we define the elementary symmetric functions in superspace
er and ẽr as

ẽr = m(0;1r) and er = m(;1r)

We can extend this definition to a superpartition Λ in the following way

eΛ = eΛaeΛs = ẽΛa
1
· · · ẽΛa

m
eΛs

m+1
· · · eΛs

N

Example 164. We have for instance

• ẽ1 = θ1(x2 + x3) + θ2(x1 + x3) + θ3(x1 + x2)
• ẽ2 = θ1x2x3 + x1θ2x3 + x1x2θ3
• e(2,1;2) = (θ1x2x3 + x1θ2x3 + x1x2θ3)(θ1(x2 + x3) + θ2(x1 + x3) + θ3(x1 + x2))(x1x2x3 +
x1x2x3 + x1x2x3)
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Complete symmetric functions in superspace.

Definition 165. For r ≥ 0, we define the complete symmetric functions in superspace
hr and h̃r as

h̃r =
∑

Λ⊢(n|1)

(1 + Λ1)mΛ and hr =
∑
λ⊢n

mΛ

We can extend this definition to a superpartition Λ in the following way

hΛ = hΛahΛs = h̃Λa
1
· · · h̃Λa

m
hΛs

m+1
· · ·hΛs

N

Example 166. We have

• h̃1 = (1 + 0)m(0;1) + (1 + 1)m(1;0),

• h̃2 = (1 + 0)m(0;2) + (1 + 0)m(0;1,1) + (1 + 1)m(1;1) + (1 + 2)m(2;0),
• h(1;2) = (m(0;1) + 2m(1;0))(m(2) +m(1,1)).

Power-sum symmetric functions in superspace.

Definition 167. For r ≥ 0, we define the power-sum symmetric functions in superspace
pr and p̃r as

p̃r = m(r;0) =
∑

θix
r
i and pr = m(;r) =

∑
xri

We can extend this definition to a superpartition Λ in the following way

pΛ = pΛapΛs = p̃Λa
1
· · · p̃Λa

m
pΛs

m+1
· · · pΛs

N

Example 168. For example

• p̃1 = θ1x1 + θ2x2 + θ3x3
• p̃2 = θ1x

2
1 + θ2x

2
2 + θ3x

2
3

• p(2,1;2) = (θ1x
2
1 + θ2x

2
2 + θ3x

2
3)(θ1x1 + θ2x2 + θ3x3)(x

2
1 + x22 + x23)

Remark 169. Note that in this case we can write

pΛ(θ1, . . . , θm;x1, . . . , xn) =
∑

σ∈SN

Kσθ1 · · · θm∆m(x)Amx
apλ(x1, . . . , xN )

We then have pΛ = Amx
apλ(x1, . . . , xN ), where a is a composition such that a+ = Λa. Also, notice

that pΛ corresponds to the antisymmetrization of the m-symmetric pΛ.

4. Bisymmetric Macdonald polynomials

By Remark 140, the Macdonald polynomials in superspace are essentially equivalent to their
bisymmetric counterpart. In the following chapters we will work with bisymmetric polynomials, for
this reason up now, we will use the same notation for bisymmetric polynomials and polynomials in
the super space. Most of this chapter is taken from [8].

Definition 170. The bisymmetric Macdonald polynomial indexed by the superpartition Λ is
defined as

PΛ(x1, . . . , xN ; q, t) =
cΛ(t)

∆t
m(x)

AmStm,N EηΛ
(x1, . . . , xN ; q, t)

with the normalization constant cΛ(t) such that

1

cΛ(t)
=

∏
i≥0

[nΛs(i)]t−1 !

 t(N−m)(N−m−1)/2
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where nΛs(i) is the number of entries in Λs that are equal to i, and where

[k]q =
(1− q)(1− q2) · · · (1− qk)

(1− q)k

We observe that the normalization constant cΛ(t) is chosen such that the coefficient of

xλ1
1 · · ·xλm

m xµ1

m+1 · · ·x
µN−m

N

in PΛ(x; q, t) is equal to 1, where (λ, µ)←→ Λ.

Remark 171. Note that

PΛ(x1, . . . , xN ; q, t) =
1

∆t
m(x)

AmP(Λa
m,...,Λa

1 ,Λ
s)(x1, . . . , xN ; q, t)

where P(Λa
m,...,Λa

1 ,Λ
s)(x1, . . . , xN ; q, t) is the m-symmetric Macdonald polynomial defined in the pre-

vious section.

The bisymmetric Macdonald polynomials are stable.

Proposition 172. [Stability] The symmetric Macdonald polynomials Pλ are stable with respect
the number of variables, that means,

PΛ(x1, . . . , xN−1, 0; q, t) =

{
PΛ(x1, . . . , xN−1; q, t) if N > ℓ(Λ)
0 otherwise

Proof. The proof is similar to that of Proposition 172. □

In this case, we have that two operators are needed to characterize the bisymmetric Macdonald
polynomials.

Definition 173. We define the the bisymmetric Macdonald operators as

E1,N = Y1 + · · ·+ Ym and E2,N = Ym+1 + · · ·+ YN −
N∑
i=1

t1−i

As expected, they have the bisymmetric Macdonald polynomials as eigenfunctions.

Proposition 174. The bisymmetric Macdonald polynomials are simultaneously eigenfunctions
of the operator EN , to be precise,

E1,NPΛ = cΛPΛ E2,NPΛ = dΛPΛ

where cΛ = η̄1 + · · ·+ η̄m and dΛ = η̄m+1 + · · ·+ η̄N −
∑N

i=1 t
1−i, with η̄i = qηit1−rη(i).

Proof. The proof is quite similar to the proof of Proposition 61. □

Note that E1,N and E2,N do not depend on the numbers of variables N . We can then consider

E1 = lim←−E1,N E2 = lim←−E2,N

We name E1 and E2 the Macdonald Operators the superspace.

We have our first characterization of the symmetric Macdonald polynomials. The proof of this
result can be found in [8], see Prop 10.

Proposition 175. [Triangularity] The Symmetric Macdonald polynomials are the unique
symmetric polynomials indexed by partitions which satisfy
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(1) the descomposition over the monomials are triangular

PΛ = mΛ +
∑
Ω<Λ

cΩ,Λmµ

where < is the dominance order in partitions.
(2)

E1PΛ = cΛPΛ E2PΛ = dΛPΛ

5. Orthogonality

Motivated by the section 4 of the chapter III, we will define a scalar product and emulating
the same methods as in that section we will show that the bisymmetric Macdonald polynomials are
othogonal with respect to that scalar product. Because many of this ideas are similar to section 4,
we will skips some proofs. Most of this chapter can be found in [7].

Definition 176. We define the following scalar product over bisymmetric power polynomials

⟨⟨pΛ, pΩ⟩⟩ = δΛΩzΛ(q, t)

We will prove that the bisymmetric Macdonald polynomials are orthogonal with respect to this
scalar product. But we first have to define the following kernel:

Definition 177. The symmetric kernel is

K = FmK0

where K0 was introduced in Definition 64 and where

Fm =
∆t

m(x)∏
1≤i,j≤m

(1− xiyj)
.

The following proposition can be found in [8].

Lemma 178. The following identity holds:

A(y)
m NFm(x, y) = (−1)(

m
2 )∆m(y)Fm(x)

where NFm(x, y) is defined in 120.

This Lemma give us the follow immediate consequence

Proposition 179. We have the next relation between Km defined in 120 and Fm

A(y)
m Km = t(

m
2 )∆m(y)K.

Proof. Note that by 120 and Lemma 178, we have

A(y)
m Km = (−t)(

m
2 )∆m(y)T

(x)
ωmFmK0

= t(
m
2 )∆m(y)FmK0

= t(
m
2 )∆m(y)K.

□

We again have a relation between our kernel and power functions.

Lemma 180.
K =

∑
λ

zλ(q, t)
−1pλ(x)pλ(y)
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The next lemma gives us a connection between the scalar product in Definition 176 and the
kernel K0 defined above.

Lemma 181. Let uΛ, vΩ symmetric functions, then the following criteria of orthogonality is
verified

KN =
∑
Λ

uΛ(x)vΛ(y)⇐⇒ ⟨⟨uΛ, vΩ⟩⟩ = δΛΩ

The following lemma is the key point in demonstrating the orthogonality of Macdonald poly-
nomials,

Lemma 182. When acting on the kernel, the operators in Definition 173 are symmetric in x
and y:

E
(x)
1 ∆t

m(y)KN = E
(y)
1 ∆t

m(y)KN

E
(x)
2 ∆t

m(y)KN = E
(y)
2 ∆t

m(y)KN

Proof. By Proposition 179 we have

A(y)
m Km = t(

m
2 )∆m(y)K

This yields

(Y
(x)
m+1 + . . .+ Y

(x)
N )∆t

m(y)K = (Y
(x)
m+1 + . . .+ Y

(x)
N )

∆t
m(y)

t(
m
2 )∆m(y)

A(y)
m Km

= (Y
(x)
m+1 + . . .+ Y

(x)
N )(At

m)(y)Km

= (At
m)(y)(Y

(x)
m+1 + . . .+ Y

(x)
N )Km

= (At
m)(y)(Y

(y)
m+1 + . . .+ Y

(y)
N )Km

= (Y
(y)
m+1 + . . .+ Y

(y)
N )∆t

m(y)K.
The proof for Y1 + . . .+ Ym is exactly the same. □

Theorem 183. [Cauchy formula]

KN =
∑
Λ

b−1
Λ (q, t)PΛ(x)PΛ(y)

Theorem 184. [Orthogonality] The bisymmetric Macdonald polynomials are orthogonal with
respect to the scalar product introduced in 176, i.e.

⟨PΛ,PΩ⟩ = 0 if Λ ̸= Ω

and
⟨PΛ,PΛ⟩ = bΛ(q, t)

where we will give bΛ(q, t) explicitly in the next section.

Proof. Both equations are direct consequences of Lemmas 182 and 181. □

We are now in a position to state the second characterization of the bisymmetric Macdonald
polynomials.

Proposition 185. The bisymmetric Macdonald polynomials are the unique family of bisym-
metric polynomials which satisfy

(1) the decomposition over the monomials is triangular

PΛ = mΛ +
∑
Ω<Λ

cΩ,ΛmΩ

where < is the dominance order in superpartitions.
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(2)
⟨PΛ,PΩ⟩ = 0 if Λ ̸= Ω.

This provides us with a characterization of the bisymmetric Macdonald polynomials which does
not depend on the number of variables.

Theorem 186. [Symmetry] The bisymmetric Macdonald polynomials PΛ satisfy the following
symmetry

q(
m
2 )−|Λa|PΛ(qx1, . . . , qxm, xm+1, . . . , xN ; q, t) = Pλ(x1, . . . , xN ; q−1, t−1)

Proof. Using Theorem 118 with a = (Λa
m, . . . ,Λ

a
1), we have

q|Λ
a|t(

m
2 )PΛ(x; q

−1, t−1) = t(
m
2 )τ1 . . . τmKωm

TωmPΛ(x; q, t),

Taking Am and dividing by ∆
1/t
m (x) we then obtain

q|Λ
a|PΛ(x; q

−1, t−1) = q(
m
2 )τ1 . . . τm

1

∆
1/t
m (x)

AmKωmTωmPΛ(x; q, t).

But, AmKωm
= (−1)(

m
2 )Am, AmTωm

= (−1)(
m
2 )Am andKωm

∆1/t(x) = (−t)(
m
2 )∆t

m(x), which gives

PΛ(x; q
−1, t−1) = q(

m
2 )−|Λa|τ1 . . . τm

1

∆
1/t
m (x)

AmPΛ(x; q, t),

as we wanted. □
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CHAPTER 6

Self-duality and Pieri rules for the bisymmetric Macdonald
polynomials

In this chapter, we will focus on demonstrating symmetry, explicitly finding the Macdonald op-
erator as a combination of q-difference operators, and proving Pieri rules for bisymmetric Macdonald
polynomials. Particularly, the task of explicitly finding the expansion of the operator er(Y1, . . . , Ym)
and er(Ym+1, . . . , YN ) naturally led us to express the kernel NFm defined in Chapter 4 as a prod-
uct over areas in Z × Z that, under the action of Hecke operators, are modified by adding points.
Although this method was quite technical, it allows us to find the desired expansion and opens the
possibility of tackling similar problems using these tools.

1. Evaluations and symmetry

The element w of the symmetric groupSN acts on a vector (v1, . . . , vN ) ∈ ZN as w(v1, . . . , vN ) =
(vw−1(1), . . . , vw−1(N)).

Let w be the minimal length permutation such that wΛ = Λ∗. The positive evaluation u+Λ is
defined on any f(x) ∈ Rm,N as

u+Λ(f(x1, . . . , xN )) = f(q
Λ⊛

w(1)t1−w(1), . . . , q
Λ⊛

w(N)t1−w(N)) (1.1)

while the negative evaluation u−Λ is defined as

u−Λ (f(x1, . . . , xN )) = f(q−Λ∗
w(1)tw(1)−1, . . . , q−Λ∗

w(N)tw(N)−1) (1.2)

Remark 187. In the case of Λ0 = (δm; ∅), where δm = (m − 1,m − 2, . . . , 0), the negative
evaluation corresponds to an evaluation considered in [7, 15]. To be more precise, if the symmetric
function in superspace is F (x, θ) as given in (141), then u−Λ0

(f{1,...,m}(x)) = εmtN−m,q,t

(
F (x, θ)

)
in

the language of [15].

It turns out that we can use other permutations than the one of minimal length when taking
the evaluations. We use the notation Λ + (1m) for the vector (Λ1 + 1, . . . ,Λm + 1,Λm+1, . . . ,ΛN ).

Lemma 188. Let σ be any permutation such that σΛ = Λ∗ and σ(Λ+ (1m)) = Λ⊛. Then, when
computing u+Λ(f) and u−Λ (f) for a bisymmetric function f , the permutation σ can be used in (1.1)

and (1.2) instead of the minimal permutation w. That is, when computing u+Λ(f) and u−Λ (f) for a
bisymmetric function f , we have in this case that

u+Λ(f(x1, . . . , xN )) = f(q
Λ⊛

σ(1)t1−σ(1), . . . , q
Λ⊛

σ(N)t1−σ(N))

and
u−Λ (f(x1, . . . , xN )) = f(q−Λ∗

σ(1)tσ(1)−1, . . . , q−Λ∗
σ(N)tσ(N)−1)

Proof. We first prove that if w is the minimal permutation such that wΛ = Λ∗ then w(Λ +
(1m)) = Λ⊛. Suppose that w is such a minimal permutation and suppose that Λi = Λj with i ≤ m
and j > m. Then, by minimality, w−1(i) < w−1(j) which means that Λi + 1 occurs to the left of
Λj in w(Λ + (1m)). We then deduce immediately that w(Λ + (1m)) = Λ⊛.
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Now, let σ be such that σΛ = Λ∗ and σ(Λ + (1m)) = Λ⊛. As we have just seen, the minimal
permutation w is also such that wΛ = Λ∗ and w(Λ+ (1m)) = Λ⊛. Hence, w−1σ acts as the identity
on Λ and Λ+ (1m), which means in particular that w−1σ ∈ Sm×Sm+1,N . Since f is bisymmetric,
we thus have u+Λ(Kw−1σf) = u+Λ(f). Hence

u+Λ(f(xw−1σ(1), . . . , xw−1σ(N))) = f(q
Λ⊛

σ(1)t1−σ(1), . . . , q
Λ⊛

σ(N)t1−σ(N))

which is equivalent to (1.1) after performing the transformation i 7→ σ−1w(i). The proof in the case
of u−Λ is identical. □

We will say that (Λ, σ) generates a superevaluation whenever Λ is a superpartition such
that

(1) σΛ = Λ∗

(2) σ(Λ + (1m)) = Λ⊛

Lemma 189. If f is a bisymmetric function then

f(Y −1)∆t
m(x)PΛ(x; q, t) = u−Λ (f)∆

t
m(x)PΛ(x; q, t) (1.3)

Moreover, if g(xm+1, . . . , xN ) is symmetric in the variables xm+1, . . . , xN then

g(Ym+1, . . . , YN )∆t
m(x)PΛ(x; q, t) = u+Λ(g)∆

t
m(x)PΛ(x; q, t) (1.4)

while if g(x1, . . . , xm) is symmetric in the variables x1, . . . , xm and of homogeneous degree d then

g(Y1, . . . , Ym)∆t
m(x)PΛ(x; q, t) = q−du+Λ(g)∆

t
m(x)PΛ(x; q, t) (1.5)

Proof. We first prove (1.3). We have that Y −1
i Eη = η̄−1

i Eη, where we recall that η̄i =

qηit1−rη(i). Using the fact that f is bisymmetric, we then have

f(Y −1
1 , . . . , Y −1

N )∆t
m(x)PΛ(x; q, t) = f(Y −1

1 , . . . , Y −1
N )cΛ(t)At

1,mStm+1,,NEη

= cΛ(t)At
1,mStm+1,,Nf(Y

−1
1 , . . . , Y −1

N )Eη

= cΛ(t)At
1,mStm+1,,Nf(η̄

−1
1 , . . . , η̄−1

N )Eη

= f(η̄−1
1 , . . . , η̄−1

N )∆t
m(x)PΛ(x; q, t)

It thus only remains to show that the specialization xi = η−1
i corresponds to the negative evaluation.

We have that rη(i) = w(i), where w is the minimal permutation such that wη = Λ∗. Therefore,

xi = η−1
i = q−ηitw(i)−1. By definition, we also have that Λ∗

i = ηw−1(i) or equivalently, that

Λ∗
w(i) = ηi. Hence, the specialization xi = η−1

i amounts to xi = q−Λ∗
w(i)tw(i)−1, as wanted.

As for the proof of (1.4) and (1.5), observe that w−1Λ⊛ = Λ+(1m) and w−1Λ∗ = Λ imply that
Λ⊛
w(i) = Λ∗

w(i) for i ∈ {m + 1, . . . , N} while Λ⊛
w(i) = Λ∗

w(i) + 1 for i ∈ {1, . . . ,m}. Proceeding as in

the proof of (1.3), we get straightforwardly that the specialization is at xi = ηi instead of xi = η−1
i .

We can then immediately deduce that (1.4) and (1.5) hold from our previous observation. □

1.1. The double affine Hecke algebra and a symmetric pairing. We will introduce in
this subsection a symmetric pairing associated to the evaluation u−Λ0

that generalizes the symmetric
pairing in the double affine Hecke algebra. We first explain the symmetric pairing in the double
affine Hecke algebra.

The double affine Hecke algebra has a natural basis (over Q(q, t)) given by the elements of the
form (see for instance (4.7.5) in [22])

xηTwY
−γ (1.6)

for all η, γ ∈ ZN and all permutations w ∈ SN . The map φ defined by [22]

φ
(
xηTwY

−γ
)
= xγTw−1Y −η (1.7)
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is an anti-automorphism. Notice that we have in particular that

φ(xη) = Y −η and φ(Y −γ) = xγ

The evaluation map Θ is then defined as

Θ(a) = u−∅ (a · 1) (1.8)

where u−∅ (f(x1, . . . , xN ) = f(1, t1, . . . , tN−1) for any Laurent polynomials f(x). For instance, using

f(Y −1) · 1 = u−∅ (f) and Tw · 1 = tℓ(w), we have

Θ
(
g(x)Twf(Y

−1)
)
= u−∅

(
g(x)Twf(Y

−1) · 1
)

= u−∅ (f)u
−
∅
(
g(x)Tw · 1

)
= tℓ(w)u−∅ (f)u

−
∅
(
g
)

Using the fact that ℓ(w) = ℓ(w−1), we see that

Θ
(
g(x)Twf(Y

−1)
)
= Θ

(
f(x)Tw−1g(Y −1)

)
= Θ ◦ φ

(
g(x)Twf(Y

−1)
)

Since the basis (1.6) is given by elements of the form g(x)Twf(Y
−1), we thus have established that

Θ = Θ ◦ φ (1.9)

For all Laurent polynomials f(x), g(x), let the pairing [f, g] be defined as

[f, g] = Θ
(
f(Y −1)g(x)

)
(1.10)

Using the previous relation and the fact that φ is an anti-automorphism, we immediately get the
symmetry of the pairing

[f, g] = Θ
(
f(Y −1)g(x)

)
= Θ ◦ φ

(
f(Y −1)g(x)

)
= Θ

(
g(Y −1)f(x)

)
= [g, f ]

Now, consider the evaluation u−Λ0
(f) given explicitly as

u−Λ0
(f(x1, x2, . . . , xm, xm+1, . . . , xN )) = f(q1−m, q2−mt, . . . , q0tm−1, tm, . . . , tN−1)

on any Laurent polynomial f , where Λ0 is such as defined in Remark 187.

Our goal is to define a pairing associated to the evaluation u−Λ0
. We first need to extend the

map Θ. Let Θm be such that
Θm(a) = u−Λ0

(
a · Eδm(x; q, t)

)
(1.11)

where Eδm(x; q, t) is the non-symmetric Macdonald polynomial indexed by the composition

δm = (m− 1,m− 2, . . . , 1, 0, 0, . . . , 0)

Observe that f(Y −1) · Eδm(x; q, t) = u−Λ0
(f)Eδm(x; q, t).

Lemma 190. Let φ be the anti-automorphism defined in (1.7). We have that

Θm = Θm ◦ φ (1.12)

Proof. We first show that

Θm(Tw) = Θm ◦ φ(Tw) = Θm(Tw−1) (1.13)

for any permutation w ∈ SN . Let Fw(x) = TwEδm(x; q, t) · 1. As this is a polynomial in x1, . . . , xN ,
we can consider the quantity

Θ
(
Fw(Y

−1)Eδm(x; q, t)
)
= u−Λ0

(Fw)u
−
∅ (Eδm) = Θm(Tw)u

−
∅ (Eδm) (1.14)

since u−Λ0
(Fw) = u−Λ0

(Tw · Eδm(x; q, t)) = Θm(Tw). From Θ = Θ ◦ φ, we also have

Θ
(
Fw(Y

−1)Eδm(x; q, t)
)
= Θ

(
Eδm(Y −1; q, t)Fw(x)

)
= Θ

(
Eδm(Y −1; q, t)TwEδm(x)

)
Using again Θ = Θ ◦ φ, we can then replace w by w−1 in the term on the right to get

Θ
(
Fw(Y

−1)Eδm(x; q, t)
)
= Θ

(
Eδm(Y −1; q, t)Tw−1Eδm(x)

)
= Θ

(
Eδm(Y −1; q, t)Fw−1(x)

)
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Using Θ = Θ ◦ φ one last time, we can transform the term on the right to obtain

Θ
(
Fw(Y

−1)Eδm(x; q, t)
)
= Θ

(
Fw−1(Y −1)Eδm(x; q, t)

)
= Θm(Tw−1)u−∅ (Eδm) (1.15)

Comparing (1.14) and (1.15), we can thus conclude that (1.13) holds given that u−Λ0
(Eδm) is not

equal to 0 (it can be deduced easily from the fact that Eη(x; q, 1) = xη for any η).

We can now prove that Θm = Θm ◦ φ holds in general. Recall that any element of the affine
Hecke algebra can be written in the form f(x)Twg(Y

−1), where f(x), g(x) are Laurent polynomials.
On the one hand, we have

Θm

(
f(x)Twg(Y

−1)
)
= u−Λ0

(g)Θm

(
f(x)Tw

)
= u−Λ0

(g)u−Λ0
(f)Θm(Tw)

while on the other hand, we have

Θm ◦ φ
(
f(x)Twg(Y

−1)
)
= Θm

(
g(x)Tw−1f(Y −1)

)
= u−Λ0

(f)u−Λ0
(g)Θm(Tw−1)

Since we have previously established that Θm(Tw−1) = Θm(Tw), we conclude from the previous two
equations that Θm = Θm ◦ φ. □

We now define our new pairing. For any Laurent polynomials f, g symmetric in the variables
x1, . . . , xm, let

[f, g]m = u−Λ0

(
f(Y −1)g(x)∆t

m(x)
)

(1.16)

This new pairing is again symmetric.

Lemma 191. If f and g are two Laurent polynomials that are symmetric in the variables
x1, . . . , xm, then

[f, g]m = [g, f ]m

Proof. Let At
m be the t-antisymmetrizer in the first m variables

At
m =

∑
σ∈Sm

(−1/t)ℓ(σ)Tσ (1.17)

We have that TiAt
m = −At

m for any i = 1, . . . ,m − 1. Hence, for every polynomial f(x), we get
that At

mf(x) = ∆t
m(x)g(x), where g(x) is a polynomial symmetric in x1, . . . , xm. In particular, by

degree consideration, we have that

∆t
m(x) = cm(q, t)At

mEδm(x; q, t)

for some non-zero constant cm(q, t) (at t = 1, the r.h.s. produces the usual Vandermonde de-
terminant, so cm(q, 1) = 1 ̸= 0). It is also immediate that At

mAt
m = dm(t)At

m where dm(t) =∑
σ∈Sm

(1/t)ℓ(σ) is a non-zero constant. With these relations in hand, we can relate [f, g]m to Θm.
Indeed, we have

Θm(At
mf(Y

−1)g(x)At
m) = dm(t)Θm(f(Y −1)g(x)At

m)

= dm(t)u−Λ0

(
f(Y −1)g(x)At

m · Eδm(x; q, t)
)

= dm(t)cm(q, t)u−Λ0

(
f(Y −1)g(x) ·∆t

m(x)
)

= dm(t)cm(q, t)[f, g]m (1.18)

where, in the fist equality, we used the fact that At
m commutes with f(Y −1) and g(x) because they

are both symmetric in the first m variables. We now use Θm = Θm ◦ φ and φ(At
m) = At

m to
interchange f and g:

Θm

(
At

mf(Y
−1)g(x)At

m

)
= Θm ◦ φ

(
At

mf(Y
−1)g(x)At

m

)
= Θm

(
At

mg(Y
−1)f(x)At

m

)
The symmetry [f, g]m = [g, f ]m then immediately follows from (1.18). □
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1.2. Symmetry of the bisymmetric Macdonald polynomials. We can now extend a well-
known result on Macdonald polynomials to the bisymmetric case. But first, we need to give the
explicit expressions for u−Λ0

(PΛ(x, q, t)) and u
+
Λ0
(PΛ(x, q, t)) that were obtained in [15].

For a box s = (i, j) in a partition λ (i.e., in row i and column j), we introduce the usual
arm-lengths and leg-lengths:

aλ(s) = λi − j and lλ(s) = λ′j − i (1.19)

where we recall that λ′ stands for the conjugate of the partition λ. Let B(Λ) denote the set of boxes
in the diagram of Λ that do not appear at the same time in a row containing a circle and in a column
containing a circle.

Λ =

fff
f

=⇒ BΛ =

For Λ a superpartition of fermionic degree m, let SΛ be the skew diagrams Λ⊛/δm+1.

Λ =

fff
f

=⇒ SΛ =

Finally, for a partition λ, let n(λ) =
∑

i(i−1)λi. In the case of a skew partition λ/µ, n(λ/µ) stands
for n(λ)− n(µ).

The following theorem was proved in [15] for Macdonald polynomials in superspace (in fact, only
(1.20) was proved therein. But using (1.24), one can immediately deduce (1.21)). From Remark 187,
it also applies to bisymmetric Macdonald polynomials.

Theorem 192. Let Λ be of fermionic degree m. Then the evaluation formulas for the bisym-
metric Macdonald polynomials read

u−Λ0

(
PΛ

)
=

tn(SΛ)+n((Λ′)a/δm)

q(m−1)|Λa/δm|−n(Λa/δm)

∏
(i,j)∈SΛ(1− qj−1tN−(i−1))∏
s∈BΛ(1− qaΛ⊛ (s)tlΛ∗ (s)+1)

(1.20)

and

u+Λ0

(
PΛ

)
=
qm|Λa/δm|−n(Λa/δm)

tn(SΛ)+n((Λ′)a/δm)

∏
(i,j)∈SΛ(1− q1−jti−(N+1))∏

s∈BΛ(1− q−aΛ⊛ (s)t−lΛ∗ (s)−1)
(1.21)

We can now state the two symmetries satisfied by the bisymmetric Macdonald polynomials.

Theorem 193. Let P̃−
Λ (x, q, t) and P̃+

Λ (x, q, t) be the two normalizations of the bisymmetric
Macdonald polynomials:

P̃−
Λ (x, q, t) =

PΛ(x; q, t)

u−Λ0
(PΛ(x, q, t))

and P̃+
Λ (x, q, t) =

PΛ(x; q, t)

u+Λ0
(PΛ(x, q, t))

where we recall that Λ0 was defined in Remark 187. Then, the following two symmetries hold:

u−Ω(P̃
−
Λ ) = u−Λ (P̃

−
Ω ) and u+Ω(P̃

+
Λ ) = u+Λ(P̃

+
Ω )

Proof. We first prove the symmetry involving the negative evaluation. From the definition of
the pairing [·, ·] and from Lemma 189, we get that

[PΛ(x, q, t),PΩ(x, q, t)]m = u−Λ0

(
PΛ(Y

−1
i )∆t

m(x)PΩ(x, q, t)
)

= u−Ω(PΛ(x, q, t))u
−
Λ0

(
∆t

m(x)PΩ(x, q, t)
) (1.22)
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Using Lemma 191, we then have

u−Ω(PΛ(x, q, t))u
−
Λ0

(
∆t

m(x)PΩ(x, q, t)
)
= u−Λ (PΩ(x, q, t))u

−
Λ0

(
∆t

m(x)PΛ(x, q, t)
)

and the first symmetry follows immediately.

We will now deduce the symmetry involving the positive evaluation from the negative one. As
we will see, it essentially follows from Equation (4.6) in [30] which, when rewritten in our language,
says that

∆m(qx1, . . . , qxm)PΛ(qx1, . . . , qxm, xm+1, . . . , xN ; q, t) = q|Λ
a|∆m(x)PΛ(x; 1/q, 1/t)

Simplifying the previous equation as

qm(m−1)/2−|Λa|PΛ(qx1, . . . , qxm, xm+1, . . . , xN ; q, t) = PΛ(x; 1/q, 1/t) (1.23)

we deduce that[
u−Ω(PΛ(x; q, t))

]
(q,t)7→(1/q,1/t)

= PΛ(q
Ω1t1−w(1), . . . , qΩmt1−w(m), qΩm+1t1−w(m+1), . . . , qΩN t1−w(N); 1/q, 1/t)

= qm(m−1)/2−|Λa|PΛ(q
Ω1+1t1−w(1), . . . , qΩm+1t1−w(m), qΩm+1t1−w(m+1), . . . , qΩN t1−w(N); q, t)

= qm(m−1)/2−|Λa|u+Ω(PΛ) (1.24)

It is then immediate that[
u−Ω(PΛ(x; q, t))

]
(q,t)7→(1/q,1/t)

=

[
u−Ω(PΛ(x; q, t))

u−Λ0
(PΛ(x, q, t))

]
(q,t)7→(1/q,1/t)

=
u+Ω(PΛ(x; q, t))

u+Λ0
(PΛ(x, q, t))

= u+Ω(P̃
+
Λ )

from which we conclude that the second symmetry also holds. □

2. Double affine Hecke algebra relations

In this section, we establish a few results involving the Hecke algebra and the Double affine
Hecke algebra. They will be needed in the next section. We start with a generalization of a known
result in symmetric function theory.

Lemma 194. Let J ⊆ [N ] and L = [N ] \ J . We then have

∑
σ([N−r+1,N ])=J

σ∈SN

Kσ

 ∏
1≤i<j≤N

xi − txj
xi − xj

 = ar,N (t)AJ×L(x, x)

where r = |J | and
ar,N (t) = [r]t![N − r]t!

Proof. For convenience, we will let

ĀI(x) =
∏
i,j∈I
i<j

(
xi − txj
xi − xj

)
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We first prove the special case when J = [r] and L = [r + 1, N ]. Let γ be the permutation
[r + 1, . . . , N, 1, . . . , r] (in one-line notation). In this case, we have∑

σ([N−r+1,N ])=[r]
σ∈SN

KσĀN (x)

=
∑

w∈Sr

∑
w′∈Sr+1,N

KwKw′KγĀN−r(x)Ā[N−r+1,N ](x)A[N−r+1,N ]×[N−r](x, x)

= A[r]×[r+1,N ](x, x)

( ∑
w∈Sr

KwĀr(x)

) ∑
w′∈Sr+1,N

Kw′Ā[r+1,N ](x)


since w and w′ leave A[r]×[r+1,N ] invariant. Using [?]

StN · 1 =
∑

σ∈SN

KσĀN (x) = [N ]t! (2.1)

the formula is seen to hold in that case.

As for the general case, let δ be any permutation such that δ([r]) = J (and thus also such that
δ([r + 1, . . . , N ]) = L). Applied on both sides of the special case that we just showed, we get

∑
σ([N−r+1,N ])=[r]

σ∈SN

KδKσ

 ∏
1≤i<j≤N

xi − txj
xi − xj

 = ar,N (t)KδA[r]×[r+1,N ](x, x) = ar,N (t)AJ×L(x, x)

which amounts to ∑
δσ([N−r+1,N ])=J

δσ∈SN

Kδσ

 ∏
1≤i<j≤N

xi − txj
xi − xj

 = ar,N (t)AJ×L(x, x)

The lemma then follows immediately. □

We now show that the product YN−r+1 · · ·YN of Cherednik operators can be simplified quite
significantly in certain cases.

Lemma 195. Let r ≤ N −m. For any bisymmetric function f(x), we have that

YN−r+1 · · ·YNf(x) = t(2m+r+1−2N)r/2ωr(T̄r · · · T̄m+r−1) · · · (T̄1 · · · T̄m)f(x)

Proof. We first show that

YN−r+1 · · ·YN = t−r(r−1)/2(ωT̄1 · · · T̄N−r)
r (2.2)

The result obviously holds by definition when r = 1. Assuming that it holds for r− 1, we have that

YN−r+1 · · ·YN = YN · · ·YN−r+1

= t−(r−1)(r−2)/2(ωT̄1 · · · T̄N−r+1)
r−1
(
t−r+1TN−r+1 · · ·TN−1ωT̄1 · · · T̄N−r

)
Making use of the relation T̄i−1ω = ωT̄i, we can move the term T̄N−r+1 of every product to the
right to get

YN−r+1 · · ·YN = t−r(r−1)/2(ωT̄1 · · · T̄N−r)
r−1T̄N−1 · · · T̄N−r+1TN−r+1 · · ·TN−1ωT̄1 · · · T̄N−r

= t−r(r−1)/2(ωT̄1 · · · T̄N−r)
r

which proves (2.2) by induction.

Using T̄i−1ω = ωT̄i again and again, we then get from (2.2) that

YN−r+1 · · ·YN = t−r(r−1)/2ωr(T̄r · · · T̄N−1) · · · (T̄1 · · · T̄N−r)
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If f(x) is a bisymmetric function, the rightmost N − r −m terms in every product in the previous
equation can be pushed to the right and made to act as 1/t on f(x). This yields,

YN−r+1 · · ·YNf(x) = t−r(N−r−m)−r(r−1)/2 ωr(T̄r · · · T̄m+r−1) · · · (T̄1 · · · T̄m)f(x)

which proves the lemma. □

Lemma 196. Let r ≤ m. For any bisymmetric function f(x), we have that

At
mY1 · · ·Yr∆t

mf(x) = (−1)r(m−r)tr(r+1−2N)/2At
m(Tm · · ·TN−1) · · · (Tm−(r−1) · · ·TN−r)ω

r

Proof. We first note that for the same argument used in Lemma 195, we have that

Y1 · · ·Yr = tr(r+1−2N)/2(Tr · · ·TN−1) · · · (T1 · · ·TN−r)ω
r

Because At
mTi = −At

m for i ∈ [m] the leftmost N −m terms in every product in the previous
equation can be pushed to the left and made to act as −1 over At

m. This yields,

At
mY1 · · ·Yr = (−1)r(m−r)tr(r+1−2N)/2 (Tm · · ·TN−1) · · · (Tm−r+1 · · ·TN−r)ω

r

which proves the lemma. □

The next result shows that er(Y1, . . . , YN ) can be recovered from StN acting on YN−r+1 · · ·YN .

Lemma 197. For r ≤ N , we have that if f(x) is a symmetric function then

er(Y1, . . . , YN )f(x) =
1

[N − r]t![r]t!
StNYN−r+1 · · ·YNf(x)

Proof. First, if w ∈ Sr and σ ∈ Sr+1,N then (TwTσ)YN−r+1 · · ·YN = YN−r+1 · · ·YN (TwTσ)
by (1.2). This yields

TwTσYN−r+1 · · ·YNf(x) = tℓ(w)+ℓ(σ)YN−r+1 · · ·YNf(x)
given that f(x) is symmetric. Hence, summing over all the elements of Sr × Sr+1,N in StN =∑

σ∈SN
Tσ gives a factor of [N − r]t![r]t! from (2.1). We thus have left to prove that

er(Y1, . . . , YN )f(x) =
∑

[σ∗]∈SN/(Sr×Sr+1,N )

Tσ∗YN−r+1 · · ·YNf(x)

where the sum is over all left-coset representatives σ∗ of minimal length. Such minimal length
representatives are of the form (in one-line notation) σ∗ = [i1, . . . , iN−r, iN−r+1, . . . , iN ] with i1 <
i2 < · · · < iN−r and iN−r+1 < iN−r+2 < · · · < iN . A reduced decomposition of σ∗ is then given by

(siN · · · sN−1) · · · (siN−r+1
siN−r+1+1 . . . sN−r) (2.3)

We will now see that the factor TiN−r+1
TiN−r+1+1 . . . TN−r of Tσ∗ changes YN−r+1 into YiN−r+1

and

leaves the rest of the terms invariant. First, we use the relation TiYi+1 = tYiT̄i to obtain

TN−rYN−r+1YN−r+2 · · ·YNf(x) = tYN−rT̄N−rYN−r+2 · · ·YNf(x) = YN−rYN−r+2 · · ·YNf(x)
Proceeding in this way again and again, we then get that

TiN−r+1
TiN−r+1+1 . . . TN−rYN−r+1YN−r+2 · · ·YNf(x) = YiN−r+1

YN−r+2 · · ·YNf(x)
as wanted. By assumption, all of the remaining indices of the sj ’s in (2.3) are larger than iN−r+1.
Hence YiN−r+1

will not be affected by the remaining terms in Tσ∗ . Following as we just did, it is
then immediate that

Tσ∗YN−r+1 · · ·YNf(x) = YiN−r+1
· · ·YiN f(x)

Finally, summing over all σ∗, the lemma is then seen to hold. □

Lemma 198. For r ≤ N , we have that if f(x) is a symmetric function then

er(Y1, . . . , Ym)∆t
m(x)f(x) =

1

[m− r]t![r]t!
At

mY1 · · ·Yr∆t
mf(x)
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Proof. First, if w ∈ Sr and σ ∈ Sr+1,N then (TwTσ)YN−r+1 · · ·YN = YN−r+1 · · ·YN (TwTσ)
by (1.2). This yields

TwTσYN−r+1 · · ·YN∆t
mf(x) = (−t)ℓ(w)+ℓ(σ)Y1 · · ·Ym∆t

mf(x)

given that f(x) is symmetric. Hence, summing over all the elements of Sr × Sr+1,m in At
N =∑

σ∈SN
Tσ gives a factor of [m− r]t![r]t! from (??). We thus have left to prove that

er(Y1, . . . , Ym)∆t
mf(x) =

∑
[σ∗]∈Sm/(Sr×Sr+1,m)

Tσ∗Y1 · · ·Ym∆t
mf(x)

where the sum is over all left-coset representatives σ∗ of minimal length. This follow in the same
way that Lemma ??. □

3. The action of er(Ym+1, . . . , YN ) on bisymmetric functions

In this section, we will obtain the explicit action of the operator er(Ym+1, . . . , YN ) on a bisym-
metric function. This will then be used in the next section to deduce the Pieri rules er(xm+1, . . . , xN )
for the bisymmetric Macdonald polynomials.

We need a notation similar to 42 for subsets of [N ]× [N ]. If A ⊆ [N ]× [N ], we let

RA(x, y) =
∏

(i,j)∈A

(1− xiyj) , ∆A(x, y) =
∏

(i,j)∈A

(xi − yj) , and AA(x, y) =
∏

(i,j)∈A

(
txi − yj
xi − yj

)
With this notation in hand, we define

Fm(x, y) =
∆t

m(x)

R[m]×[m](x, y)

and

NFm(x, y) =
RB(x, ty)

RB′(x, y)

where B is the set of integer points in the triangle with vertices (1, 1), (1,m − 1) and (m − 1, 1),
while B′ is the set of integer points in the triangle with vertices (1, 1), (1,m) and (m, 1).

Example 199. The product NF3(x, y) can be seen at the quotient of the factors stemming from
the two following regions

Hence NF3(x, y) is equal to

(1− tx1y1)(1− tx1y2)(1− tx2y1)
(1− x1y1)(1− x1y2)(1− x1y3)(1− x2y1)(1− x2y2)(1− x3y1)
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Let A(y)
m stand for the antisymmetrizer Am defined in (a) but acting on the y variables instead

of the x variables. The next lemma was proven in [8] in another form.

Lemma 200. We have

A(y)
m RC(x, ty)RC′(x, y) = (−1)(

m
2 )∆t

m(x)∆m(y)

where C is the set of integer points in the triangle with vertices (1, 1), (1,m− 1) and (m− 1, 1) while
C′ is the set of integer points in in the triangle with vertices (2,m), (m,m) and (m, 2).

Proof. Equation (129) in [8] rewritten in our language (and with the t-power corrected) says
that

1

∆m(y)
A(y)

m

 ∏
i+j≤m

(1− txiyj)
∏

i+j>m+1
i,j≤m

(1− xiyj)

 = (−1)(
m
2 )∆t

m(x)

The lemma then immediately follows. □

Corollary 201. The following identity holds:

A(y)
m NFm(x, y) = (−1)(

m
2 )∆m(y)Fm(x)

Proof. The identity can be deduced from Lemma 200 after completing the square in the
triangle B′ corresponding to the denominator of NFm(x, y). □

We now establish a few elementary relations that will be needed later on.

Lemma 202. For all i ∈ {1, . . . , N − 1} and all j ∈ {1, . . . , N}, we have

(1) T̄i
1

(1− xiyj)
=

(1− txiyj)
t(1− xiyj)(1− xi+1yj)

(2) Ti
1

(1− xi+1yj)
=

t(1− t−1xi+1yj)

(1− xi+1yj)(1− xiyj)

Proof. We only prove the first relation as the second one can be proven in the same fashion.
Since (1− xiyj)(1− xi+1yj) is symmetric in xi and xi+1, it commutes with T̄i. The first relation is
thus equivalent to T̄i(1− xi+1yj) = t−1(1− txiyj), which can easily be verified. □

The following lemma concerns the function

NFk
m(x, y) =

RBk
(x, ty)

RB′
k
(x, y)

(3.1)

where Bk is the set of integer points in the trapezoid with vertices (1, 1), (1,m), (k,m) and (m+k−
1, 1) while B′k is the set of integer points in the trapezoid with vertices (1, 1), (1,m), (k + 1,m) and
(m + k, 1). That is, B′k is the union of Bk with the line segment from (k + 1,m) to (m + k, 1) of

slope −1. Note that NF0
m(x, y) = NFm(x, y).

Lemma 203. For k ≥ 1, we have

T̄k · · · T̄k+m−1NFk−1
m (x, y) = t−mNFk

m(x, y)

Consequently, for r ≥ 1,

(T̄r · · · T̄r+m−1) · · · (T̄1 · · · T̄m)NFm(x, y) = t−rmNFr
m(x, y) (3.2)

Proof. The lemma follows from Lemma 202. Diagrammatically, acting with T̄m on NFm

amounts to adding a dot to the triangles associated to the numerator and the denominator in the
diagram of NFm. For instance, if m = 3 the diagram associated to T̄3NF3 is:
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The product T̄1 · · · T̄m adds a diagonal above the triangles associated to NFm. For example,
T̄1T̄2T̄3NF3 is

Finally, as r increases, extra diagonals are added. We get for instance, in the case r = 2 and m = 3,
that acting with (T̄2T̄3T̄4)(T̄1T̄2T̄3) on NF3 adds the following two diagonals:

□

For the next lemma, we need to introduce some notation. Given a permutation σ ∈ SN , we let

Aσ = {i ∈ [1,m] | σ−1(i) ∈ [1,m]} and Bσ = {i ∈ [m+ 1, N ] | σ−1(i) ∈ [m+ 1, N ]}
Their respective complements are

Ac
σ = [1,m] \ Aσ, and Bc

σ = [m+ 1, N ] \Bσ

Remark 204. It is important to realize that if w ∈ Sm×Sm+1,N then Aσ = Aσw (and similarly
for Ac

σ, Bσ and Bc
σ).
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For A×B ⊆ [N ]× [N ], let also (A×B)< = {(i, j) ∈ A×B | i < j}. Finally, we define

∆̃A(x, y) =
∏

(i,j)∈A
i ̸=j

(xi − yj) and ÃA(x, y) =
∏

(i,j)∈A
i ̸=j

(
txi − yj
xi − yj

)

Lemma 205. For σ ∈ SN , let

Φ(σ) = (−1)Dσ

 ∏
j∈Bc

σ

(t− 1)xj

 ∆Ac
σ
(x)∆Bc

σ
(x)

∆Ac
σ×Bc

σ
(x, x)

(3.3)

where

Dσ =
s(s− 1)

2
+ #(Ac

σ × Aσ)< + Zσ

with s = #Aσc and Zσ = #{(i, j) ∈ [m]× [m] |σ(i) > σ(j)}. We then have the following equality:

Φ(σ) =

 ∏
j∈Bc

σ

(t− 1)xj

 · ∆̃Bc
σ×σ([m])(x, x)

∆Ac
σ×σ([m])(x, x)

∆m(x)

Kσ(∆m(x))
(3.4)

Moreover, if w ∈ Sm ×Sm+1,N then

Φ(σw) = (−1)ZwΦ(σ) (3.5)

Proof. From Remark 204, (3.5) is easily seen to hold given thatKw(∆m(x)) = (−1)Zw∆{w(1),...,w(m)}(x).
We now prove (3.4). After simplifying the terms

∏
j∈Bc

σ
(t− 1)xj in Φ(σ) and in the r.h.s. of (3.4),

we have left to prove that

(−1)Dσ
∆Ac

σ
(x)∆Bc

σ
(x)

∆Ac
σ×Bc

σ
(x, x)

=
∆̃Bc

σ×σ([m])(x, x)

∆Ac
σ×σ([m])(x, x)

∆m(x)

Kσ(∆m(x))
(3.6)

As all the remaining products are of the form (xi − xj), it will prove convenient to simply work
with sets, taking special care of the signs that may appear. On the r.h.s. of (3.6), we have in the
numerator (

Bc
σ × σ([m])

)
∪ ([m]× [m])<

We observe that σ([m]) = Aσ ∪Bc
σ since σ−1(i) ∈ [m] ⇐⇒ i ∈ σ([m]). Hence, the numerator on

the r.h.s. of (3.6) is equal to

(Bc
σ×Aσ)∪(Bc

σ×Bc
σ)<∪(Bc

σ×Bc
σ)>∪(Aσ×Aσ)<∪(Aσ×Ac

σ)<∪(Ac
σ×Aσ)<∪(Ac

σ×Ac
σ)< (3.7)

Now, the denominator on the r.h.s. is equal, up to a sign (−1)Zσ , to(
Ac

σ × σ([m])
)
∪
(
σ([m])× σ([m])

)
<

which is in turn equivalent to

(Ac
σ × Aσ) ∪ (Ac

σ ×Bc
σ) ∪ (Aσ × Aσ)< ∪ (Aσ ×Bc

σ)< ∪ (Bc
σ × Aσ)< ∪ (Bc

σ ×Bc
σ)< (3.8)

It is immediate that A×B = (A×B)> ∪ (A×B)< if A and B are disjoint. Moreover, (A×B)> =
(B × A)< (which accounts for an extra sign (−1)#(B×A)<). Hence, comparing (3.7) and (3.8), we
have that (Ac

σ × Ac
σ)< ∪ (Bc

σ ×Bc
σ)< is left on the numerator while (Ac

σ ×Bc
σ)< = Ac

σ ×Bc
σ is left

on the denominator, with the extra sign being

(−1)#(Bc
σ×Bc

σ)<+#(Aσ×Bc
σ)<+#(Aσ×Ac

σ)<

Taking into account the sign (−1)Zσ obtained earlier, we obtain

Dσ = #(Bc
σ ×Bc

σ)< +#(Aσ ×Bc
σ)< +#(Aσ × Ac

σ)< + Zσ
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Observer that #(Bc
σ × Bc

σ)< =
s(s− 1)

2
since s = #Ac

σ = #Bc
σ. The elements of Aσ being all

smaller than those of Bc
σ, we get

#(Aσ ×Bc
σ)< = #Aσ ·#Bc

σ = (m− s)s

Finally, given that the sets Aσ are disjoint Ac
σ, we have

#(Aσ × Ac
σ)< +#(Ac

σ × Aσ)< = #Ac
σ ·#Aσ = s(m− s)

We thus have as wanted that

(−1)Dσ = (−1)s(s−1)/2+#(Ac
σ×Aσ)<+Zσ

□

Before proving the main result of this section, we obtain a criteria to show the equivalence of
two operators.

Lemma 206. Let O and O′ be any operators acting on bisymmetric functions. If for all sym-
metric functions g(x) we have

O
(

g(x)

R[m]×[m](x, y)

)
= O′

(
g(x)

R[m]×[m](x, y)

)
then

Of(x) = O′f(x)

for all bisymmetric functions f(x).

Proof. A basis of the space of bisymmetric functions is provided by products of Schur functions
{sλ(x1, . . . , xm)sµ(x1, . . . , xN ) | }λ,µ where λ and µ are partitions of length not larger than m and
N respectively. It is well-known that [20]

1

R[m]×[m](x, y)
=

∑
λ ; ℓ(λ)≤m

sλ(x1, . . . , xm)sλ(y1, . . . , ym)

Hence, by hypothesis,

0 = (O −O′)

(
sµ(x)

R[m]×[m](x, y)

)
=

∑
λ ; ℓ(λ)≤m

(O −O′)
(
sλ(x1, . . . , xm)sµ(x)

)
sλ(y1, . . . , ym)

Taking the coefficient of sλ(y1, . . . , ym) in the expansion tells us that the action of O − O′ on the
basis element sλ(x1, . . . , xm)sµ(x) is null. We thus conclude that O and O′ have the same action
on the basis element sλ(x1, . . . , xm)sµ(x), and thus on any bisymmetric function. □

Proposition 207. Let f(x) be any bisymmetric function. Then

er(Ym+1, . . . , YN )∆t
m(x)f(x) =

∑
J⊂[m+1,N ]

|J|=r

∑
[σ]∈SN/(Sm×Sm+1,N )

σ([m])∩L=∅

CJ,σ(x)τJKσf(x)

where the coefficient CJ,σ(x) is given by

CJ,σ(x) = tr(r+1−2N)/2Am(x)AJ×L(x, x)τJ
(
ÃJ×σ([m])(x, x)Φ(σ)Kσ(∆m(x))

)
.

with L = [m + 1, N ] \ J . We stress that CJ,σ(x) = CJ,σw(x) if w ∈ Sm × Sm+1,N . As such, it
makes sense to consider [σ] ∈ SN/(Sm ×Sm+1,N ).
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Proof. From Lemma 3.4 and the relation Kσw(∆m(x)) = (−1)ZwKσ(∆{w(1),...,w(m)}(x)), we
have immediately that CJ,σ(x) = CJ,σw(x) if w ∈ Sm ×Sm+1,N .

We now prove the central claim in the theorem. From Lemma 206, it suffices to show that

er(Ym+1, . . . , YN )∆t
m(x)

g(x)

R[m]×[m](x, y)

=
∑

J⊂[m+1,N ]
|J|=r

∑
[σ]∈SN/(Sm×Sm+1,N )

σ([m])∩L=∅

CJ,στJKσ

(
g(x)

R[m]×[m](x, y)

)

for every symmetric function g(x). Hence, the proposition will follow if we can prove that

er(Ym+1, . . . , YN )Fm(x, y)g(x)

=
∑

J⊂[m+1,N ]
|J|=r

∑
[σ]∈SN/(Sm×Sm+1,N )

σ([m])∩L=∅

CJ,σ(x)τJKσ

(
g(x)

R[m]×[m](x, y)

)
(3.9)

for every symmetric function g(x). The rest of the proof will be devoted to showing that (3.9) holds.
Let F (x, y) := er(Ym+1, . . . , YN )Fm(x, y)g(x). Since Stm+1,N commutes with F (x, y), we have by

(2.1) that

Stm+1,NO(x, y) = [N −m]t!F (x, y)

or, equivalently, that

F (x, y) =
1

[N −m]t!
Stm+1,Ner(Ym+1, . . . , YN )Fm(x, y)g(x) (3.10)

Since Fm(x, y)g(x) is symmetric in xm+1, . . . , xN , we can use Lemma ?? to rewrite F (x, y) as

F (x, y) =
1

[N −m]t![N − r −m]t![r]t!
Stm+1,N

∑
σ∈Sm+1,N

TσYN−r+1 · · ·YNFm(x, y)g(x)

The relation Stm+1,NTσ = tℓ(σ)Stm+1,N can then be used to get

F (x, y) =
1

[N − r −m]t![r]t!
Stm+1,NYN−r+1 · · ·YNFm(x, y)g(x)

It then follows by Lemma 195 that

F (x, y) =
t(2m+r+1−2N)r/2

[N − r −m]t![r]t!
Stm+1,Nω

r(T r · · ·Tm+r−1) · · · (T 1 · · ·Tm)Fm(x, y)g(x)

From Corollary ??, we can use

Fm(x, y) =
(−1)(

m
2 )

∆m(y)
A(y)

m NFm(x, y)

to deduce that

F (x, y) =
(−1)(

m
2 )

∆m(y)

t(2m+r+1−2N)r/2

[N − r −m]t![r]t!
Stm+1,Nω

rA(y)
m (T r · · ·Tm+r−1) · · · (T 1 · · ·Tm)NFm(x, y)g(x)

Since g(x) commutes with all T̄i’s we can use Lemma ?? to get

F (x, y) =
p(t)

(−1)(
m
2 )∆m(y)

Stm+1,Nω
rA(y)

m NF
r
m(x, y)g(x)

where, for simplicity,, we have set

p(t) =
tr(r+1−2N)/2

[N − r −m]t![r]t!
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Now, we will multiply and divide the quantity NFr
m(x, y) by RM(x, y), where M is the triangle

with vertices {(r+2,m), (m+r,m), (m+r, 2)}. This way, the denominator RB′
r
becomes a rectangle

and we have

F (x, y) =
p(t)

(−1)(
m
2 )∆m(y)

Stm+1,Nω
rA(y)

m

RBr (x, ty)RM(x, y)

R[m+r]×[m](x, y)
g(x)

Observe that the rectangle [r]× [m] ⊆ Br is such that R[r]×[m](x, ty) commutes with A(y)
m . It is also

obvious that R[m+r]×[m] commutes with A(y)
m . Hence

F (x, y) =
p(t)

(−1)(
m
2 )∆m(y)

Stm+1,Nω
r R[r]×[m](x, ty)

R[m+r]×[m](x, y)
A(y)

m RBr\([r]×[m])(x, ty)RM(x, y)g(x)

But Br \ ([r]× [m]) is the triangle with vertices (r+1,m− 1), (r+1, 1), and (m+ r− 1, 1). We can
thus use Proposition ?? to get

F (x, y) = p(t)Stm+1,Nω
r R[r]×[m](x, ty)

R[m+r]×[m](x, y)
∆t

{r+1,...,m+r}(x)g(x)

It will prove convenient to multiply and divide by R[m+r+1,N ]×[m](x, y) so that R[N ]×[m](x, y) ap-
pears in the denominator. This yields

F (x, y) = p(t)Stm+1,Nω
rR[r]×[m](x, ty)R[m+r+1,N ]×[m](x, y)

R[N ]×[m](x, y)
∆t

{r+1,...,m+r}(x)g(x)

Applying ωr (which amounts to the permutation that maps j 7→ j − r modulo N followed by
τN−r+1,N = τN−r+1τN−r+2 · · · τN ) we obtain that

F (x, y) = p(t)Stm+1,NτN−r+1,N

R[N−r+1,N ]×[m](x, ty)R[m+1,N−r]×[m](x, y)

R[N ]×[m](x, y)
∆t

m(x)g(x) (3.11)

We should stress at this point that F (x, y)/∆t
m(x) is both symmetric in x1, . . . , xm and in xm+1, . . . , xN .

This is because applying Stm+1,N ensures that the result is symmetric in xm+1, . . . , xN while the

symmetry in x1, . . . , xm is straightforward given that ∆t
m(x) commutes with Stm+1,NτN−r+1,N .

Now, we need to use the expansion

Stm+1,N =

 ∑
σ∈Sm+1,N

Kσ

 ∏
m+1≤i<j≤N

xi − txj
xi − xj

 (3.12)

in (3.11). From the symmetry of F (x, y), it will suffice to focus on the term τN−r+1,N as the
remaining terms τJ for J ⊆ [m+ 1, N ] and |J | = r will be obtained by symmetry (only those terms
can occur since Stm+1,N only contains Kσ’s such that σ ∈ Sm+1,N ). For simplicity, we will let

J0 = [N − r + 1, N ] and L0 = [m + 1, N − r]. When we only focus on the term τJ0
= τN−r+1,N ,

we need to sum over the σ’s in (3.12) such that σ(J0) = J0. Observe that those permutations
leave the expression to the right of Stm+1,N invariant in (3.11). Using Lemma 194 (in the case

J = [N − r + 1, N ] and with [1, N ] replaced by [m+ 1, N − r]) to obtain

∑
σ∈Sm+1,N

σ(J0)=J0

Kσ

 ∏
m+1≤i<j≤N

xi − txj
xi − xj

 = [N −m− r]t![r]t!AJ0×L0
(x, x)

we thus conclude that the term in τJ0
in F (x, y) is given by

tr(r+1−2N)/2AJ0×L0(x, x)τJ0

RJ0×[m](x, ty)RL0×[m](x, y)

R[N ]×[m](x, y)
∆t

m(x)g(x)
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By symmetry, we thus get that

F (x, y) = tr(r+1−2N)/2
∑

J⊆[m+1,N ] ; |J|=r

AJ×L(x, x)τJ
RJ×[m](x, ty)RL×[m](x, y)

R[N ]×[m](x, y)
∆t

m(x)g(x)

where L = [m+ 1, N ] \ J .

Now, we want to expand F (x, y) as

F (x, y) =
∑

J⊆[m+1,N ]
|J|=r

∑
[σ]∈SN/(Sm×Sm+1,N )

CJ,σ(x)τJKσ

(
g(x)

R[m]×[m](x, y)

)

for some coefficients CJ,σ(x). Since g(x) is an arbitrary symmetric functions, the terms in τJg(x)
need to be equal on both sides. We thus have that

tr(r+1−2N)/2AJ×L(q
−1x, x)

RJ×[m](x, ty)RL×[m](x, y)

R[N ]×[m](x, y)
∆t

m(x) =
∑

σ∈Sm,N

(
τ−1
J CJ,σ(x)

)
Kσ

(
1

R[m]×[m](x, y)

)
The coefficient τ−1

J CJ,w(x) can be obtained by multiplying by Kw

(
R[m]×[m](x, y)

)
and then taking

the specialization yi = x−1
w(i) for i = 1, . . . ,m (this way, all the terms such that σ ̸= w cancel on the

r.h.s.). Hence

τ−1
J CJ,w(x) = tr(r+1−2N)/2AJ×L(q

−1x, x)
RJ×[m](x, ty)RL×[m](x, y)

R[N ]×[m](x, y)
∆t

m(x)Kw

(
R[m]×[m](x, y)

)∣∣∣∣∣
yi=x−1

w(i)

or, equivalently,

τ−1
J CJ,w(x) = tr(r+1−2N)/2AJ×L(q

−1x, x)
RJ×[m](x, ty)RL×[m](x, y)

R([N ]\w([m]))×[m](x, y)
∆t

m(x)

∣∣∣∣∣
yi=x−1

w(i)

(3.13)

When considering yi = x−1
w(i), the following holds:

R(xi, ayj) =


−
(
axi − xµ(j)

xµ(j)

)
if i ̸= w(j)

−(a− 1) if i = w(j)

The extra sign that the specialization generates on the r.h.s. of (3.13) is then

#(J × [m]) + #(L× [m]) + #
(
(([N ] \ w([m]))× [m]

)
= #J ·m+#L ·m+ (N −m) ·m

which is equal to 2(N −m)m. The extra sign, being even, can thus be ignored.

We now split the set J × [m] as the disjoint union of G1 and G2, where

G1 = {(i, j) ∈ J × [m] | i ̸= w(j)} and G2 = {(i, j) ∈ J × [m] | i = w(j)}

Hence, after multiplying and dividing the r.h.s. of (3.13) by RG1(x, y), we obtain

τ−1
J CJ,w(x) = tr(r+1−2N)/2AJ×L(q

−1x, x)
RG1

(x, ty)

RG1
(x, y)

RG2
(x, ty)

RG1(x, y)RL×[m](x, y)

R([N ]\w([m]))×[m](x, y)
∆t

m(x)

∣∣∣∣∣
yi=x−1

w(i)

It is easy to check that

RG1(x, ty)

RG1
(x, y)

∣∣∣∣∣
yi=x−1

w(i)

= ÃJ×w([m])(x, x), RG2
(x, ty)

∣∣∣
yi=x−1

w(i)

= (t− 1)#(J∩w([m]))
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as well as

RG1
(x, y)

∣∣∣
yi=x−1

w(i)

=
∆̃J×w([m])(x, x)

(xw(1) · · ·xw(m))#J

∏
i∈J∩w([m])

xi , RL×[m](x, y)
∣∣∣
yi=x−1

w(i)

=
∆̃L×w([m])(x, x)

(xw(1) · · ·xw(m))#L

and

R([N ]\w([m]))×[m](x, y)
∣∣∣
yi=x−1

w(i)

=
∆([N ]\w([m]))×w([m])(x, x)

(xw(1) · · ·xw(m))N−#L−#J

Hence, using J ∩ w([m]) = Bc
w, we obtain

τ−1
J CJ,w(x) = tr(r+1−2N)/2AJ×L(q

−1x, x)ÃJ×w([m])

 ∏
i∈Bc

w

xi(t− 1)

 ∆̃J×w([m])∆L×w([m])

∆([N ]\w([m]))×w([m])
∆t

m(x)

where the dependency is always in the variables (x, x) when not specified. We deduce immediately
that CJ,w = 0 whenever L ∩ w([m]) ̸= ∅ since ∆L×w([m])(x, x) = 0 in that case. Finally, using
[N ] = Aw ∪ Ac

w ∪Bw ∪Bc
w and w([m]) = Aw ∪Bc

w, we get that

τ−1
J CJ,w(x) = tr(r+1−2N)/2AJ×L(q

−1x, x)ÃJ×w([m])

∏
i∈Bc

µ

xi(t− 1)

 ∆̃Bc
w×w([m])

∆Ac
w×w([m])

∆t
m

when L ∩ w([m]) = ∅. From Lemma 205, this implies that

CJ,w(x) = tr(r+1−2N)/2Am(x)AJ×L(x, x)τJ
(
ÃJ×w([m])(x, x)Φ(w)Kw(∆m)

)
.

when L ∩ w([m]) = ∅. This proves (3.9) and the proposition thus holds. □

4. Pieri rules

Before proving the Pieri rules for the bisymmetric Macdonald polynomials, we first need to
establish a crucial lemma.

We will say that a composition (Λ1, . . . ,ΛN ) is biordered if Λ1 ≥ Λ2 ≥ · · · ≥ Λm and Λm+1 ≥
Λ2 ≥ · · · ≥ ΛN . Note that if Λ is not biordered then there exists a permutation σ ∈ Sm ×Sm+1,N

such that σΛ is biordered. For J ⊆ [N ], we will also let τJΛ = Λ + εJ , where εJi = 1 if i ∈ J and 0
otherwise.

Lemma 208. Suppose that σ ∈ SN and J ⊆ [m + 1, N ] are such that σ([m]) ∩ L = ∅, where
we recall that L = [m + 1, N ] \ J . Let (Λ, w) generate a superevaluation, and suppose that the
composition Ω = σ−1τJ(Λ + (1m))− (1m) is biordered. The following holds:

(1) If (Ω, wσ) does not generate a superevaluation then u+Λ(CJ,σ) = 0, where CJ,σ(x) is such
as defined in Proposition 207.

(2) Suppose that (Ω, wσ) generates a superevaluation. If δ ∈ SN is also such that (Ω, wδ)
generates a superevaluation then σ(Sm × Sm+1,N ) = δ(Sm × Sm+1,N ) in SN/(Sm ×
Sm+1,N ).

(3) If I ⊆ [m+ 1, N ] is such that Ω = σ−1τI(Λ + (1m))− (1m), then I = J .

Proof. We first show that (1 ) holds. Suppose first that Ω is not a superpartition. Given that
Ω is biordered, this can only happen if Ωa = Ωa+1 for a given a ∈ [m− 1], which can be visualized
as

a j
b j (4.1)
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with b = a+ 1. Now, Ω = σ−1τJ(Λ + (1m))− (1m) translates in coordinates to(
Ω+ (1)m

)
a
=
(
Λ + (1m)

)
σ(a)

+ εJσ(a) (4.2)

where εJi = 1 if i ∈ J and 0 otherwise. Hence there are two possible cases: (i) σ(a), σ(b) ∈ [m+1, N ]
or (ii) σ(a) ∈ [m], σ(b) ∈ [m+ 1, N ] (the case σ(a) ∈ [m+ 1, N ], σ(b) ∈ [m] is equivalent).

Consider first the case (i). We have that σ(a), σ(b) ∈ J since σ([m])∩L = ∅ by hypothesis. We
thus deduce from (6.9) that Ωa = Λσ(a) and Ωb = Λσ(b), which implies that Λσ(a) = Λσ(b). This in
turn implies that the permutation w can be chosen such that wσ(b) = wσ(a) + 1, in which case we

will have Λ⊛
wσ(a) = Λσ(a) + 1 and Λ⊛

wσ(b) = Λσ(b) + 1. Hence the term ÃJ×σ([m])(x, x) in CJ,σ(x)

contains a factor Aσ(b),σ(a)(x) such that

u+Λ(τJAσ(b),σ(a)(x)) = u+Λ

(
qtxσ(b) − qxσ(a)
qxσ(b) − qxσ(a)

)
=
qΛσ(b)+2t2−wσ(b) − qΛσ(a)+2t1−wσ(a)

qΛσ(b)+2t1−wσ(b) − qΛσ(a)+2t1−wσ(a)
= 0

and thus CJ,σ(x) vanishes in that case.

The case (ii) is almost identical. We have that σ(a) ∈ [m] and σ(b) ∈ J since σ([m])∩L = ∅ by
hypothesis.

σ(a) ii
...

σ(b)

We thus deduce from (6.9) that Ωa = Λσ(a) and Ωb = Λσ(b), which implies that Λσ(a) = Λσ(b). This
in turn implies that the permutation w can be chosen such that wσ(b) = wσ(a) + 1, in which case

we will have Λ⊛
wσ(a) = Λσ(a) + 1 and Λ⊛

wσ(b) = Λσ(b). Hence the term ÃJ×σ([m])(x, x) in CJ,σ(x)

contains a factor Aσ(b),σ(a)(x) such that

u+Λ(τJAσ(b),σ(a)(x)) = u+Λ

(
qtxσ(b) − xσ(a)
qxσ(b) − xσ(a)

)
=
qΛσ(b)+1t2−wσ(b) − qΛσ(a)+1t1−wσ(a)

qΛσ(b)+1t1−wσ(b) − qΛσ(a)+1t1−wσ(a)
= 0

and thus CJ,σ(x) also vanishes in that case.

We now have to show that CJ,σ(x) = 0 when any of the two following cases occurs:

(1) wσ(Ω + (1m)) ̸= Ω⊛

(2) wσ(Ω) ̸= Ω∗

In the case (1), we have

Ω⊛ ̸= wσ(Ω + (1m)) = wτJ(Λ + (1m)) = τw(J)Λ
⊛

This can only happen if τw(J)Λ
⊛ is not a partition, that is, if we have the following situation:

b
a

where 1 + b = a, Λ⊛
a = Λ⊛

b , a ∈ w(J) and b ̸∈ w(J). Note that b cannot belong to w([m]) since
otherwise the diagram of Λ∗ would be of the form

b
a

(4.3)

and thus not a partition. We therefore conclude that b ∈ w(L). Hence there exist j ∈ J, l ∈ L such
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that a = w(j) and b = w(l), which implies that the term AJ×L(x, x) in CJ,σ(x) contains a factor
Aj,l(x) such that

u+Λ(Aj,l(x)) = u+Λ

(
txj − xl
xj − xl

)
=
qΛ

⊛
a t2−a − qΛ

⊛
b t1−b

qΛ
⊛
a t1−a − qΛ⊛

b t1−b
= 0

as wanted.

We finally need to consider case (2) which amounts to

Ω∗ ̸= wσ(Ω + (1m)− (1m)) = w(τJ(Λ + (1m))− µ(1m)) = τw(J)Λ
⊛ − wσ(1m) (4.4)

From Case (1) we know that CJ,σ(x) = 0 if τw(J)Λ
⊛ is not a partition from which we can suppose

that τw(J)Λ
⊛ is a partition. Hence (4.4) will hold in the two following situations:

b X
a

and b X
a

(4.5)

where X stands for a removed cell (the diagrams of Λ⊛ are those without X’s and black square).
We first show that the case to the left cannot occur. Indeed, we have in that case that

a) b ̸∈ w(J)
b) b ∈ wσ([m])
c) b ̸∈ w([m]) (otherwise Λ would not be a superpartition)

From b) and c) we deduce that b ̸∈ w(σ([m]) ∩ [m]). Therefore b ∈ w(J) since σ([m]) ∩ L = ∅ by
hypothesis. But this contradicts a).

Finally, we consider the case to the right in (4.5). We have 1+ b = a, Λ⊛
a +1 = Λ⊛

b , b ∈ wσ([m])
and a ∈ w(J). Therefore, there exist j ∈ J, s ∈ σ([m]) such that a = w(j) and b = w(s). The term

ÃJ×σ([m])(x, x) in CJ,σ(x) thus contains a factor Aj,s(x) such that

u+Λ(τJAj,s(x)) = u+Λ

(
qtxj − xs
qxj − xs

)
=
qΛ

⊛
a +1t2−a − qΛ

⊛
b t1−b

qΛ
⊛
a t1−a − qΛ⊛

b t1−b
= 0

which completes the proof of part (1 ) of the Lemma.

Part (2 ) and (3 ) of the lemma are much simpler to prove. We start with (2). Since both (Ω, wδ)
and (Ω, wσ) generate a superevaluation, we have that

Ω∗ = wδΩ = wσΩ and Ω⊛ = wδ(Ω + (1m)) = wσ(Ω + (1m))

Hence, σ−1δΩ = Ω and σ−1δ(Ω+(1m)) = (Ω+(1m)). We thus conclude that σ−1δ ∈ Sm×Sm+1,N

or equivalently, that σ(Sm ×Sm+1,N ) = δ(Sm ×Sm+1,N ), as wanted.

As for (3 ), we have

Ω = σ−1τJ(Λ + (1m))− (1m) = σ−1τI(Λ + (1m))− (1m) ⇐⇒ τ−1
I τJ(Λ + (1m)) = Λ + (1m))

which implies that I = J . □

We can now state our main theorem. It is important to note that a more explicit characterization
of the indexing superpartitions appearing in the Pieri rules will be provided in Corollary 215. Also
recall that the evaluation uΛ+

0
(PΛ) was given in (1.21).

Theorem 209. For r ∈ {1, . . . , N − m}, the bisymmetric Macdonald polynomial PΛ(x; q, t)
obeys the following Pieri rules

er(xm+1, . . . , xN )PΛ(x; q, t) =
∑
Ω

(
u+Λ(CJ,σ)

u+Λ(∆
t
m)

uΛ+
0
(PΛ)

uΛ+
0
(PΩ)

)
PΩ(x, q, t)
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where the coefficients CJ,σ(x) were obtained explicitly in Proposition 207 and where the sum is over
all superpartitions Ω such that there exists a σ ∈ SN and a J ⊆ [m+ 1, N ] of size r such that

• σ(Ω + (1m)) = τJ(Λ + (1m))
• σ([m]) ∩ L = ∅, where L = [m+ 1, . . . , N ] \ J
• (Ω, wσ) is a superevaluation, where w is such that (Λ, w) generates a superevaluation

Proof. We know from Theorem 207 that

er(Ym+1, . . . , YN )∆t
m(x)P̃+

Ψ (x; q, t) =
∑

J⊂[m+1,N ]
|J|=r

∑
[σ]∈SN/(Sm×Sm+1,N )

σ([m])∩L=∅

CJ,σ(x)τJKσP̃+
Ψ (x; q, t)

where we recall that P̃+
Ψ (x; q, t) was defined in Theorem 193. Using e

(m+1)
r to denote er(xm+1, . . . , xN ),

we obtain from Lemma 189 that

u+Ψ(e
(m+1)
r )∆t

m(x)P̃+
Ψ (x; q, t) =

∑
J⊂[m+1,N ]

|J|=r

∑
[σ]∈SN/(Sm×Sm+1,N )

σ([m])∩L=∅

CJ,σ(x)τJKσP̃+
Ψ (x; q, t)

Let Λ be a superpartition such that (Λ, w) is a superevaluation. Applying u+Λ on both sides of the
equation (and dropping the dependencies in x in the evaluations for simplicity) leads to

u+Ψ(e
(m+1)
r )u+Λ(∆

t
m)u+Λ(P̃

+
Ψ ) =

∑
J⊂[m+1,N ]

|J|=r

∑
[σ]∈SN/(Sm×Sm+1,N )

σ([m])∩L=∅

u+Λ(CJ,σ)u
+
Λ(τJKσP̃+

Ψ ) (4.6)

Now, in u+Λ(τJKσP̃Ψ), the evaluation amounts to the following substitution

xi = q(Λ+(1m))σ(i)+εJσ(i)t1−wσ(i)

where again εJi = 1 if i ∈ J and 0 otherwise. Comparing with (6.9), we have that the substitution
is

xi = q(Ω+(1m))it1−wσ(i)

where Ω = σ−1τJ(Λ + (1m)) − (1m). Choosing σ in [σ] such that Ω is biordered, we deduce from
Lemma 208 that for u+Λ(CJ,σ) not to vanish, we need (Ω, wσ) to generate a superevaluation (and
in particular for Ω to be a superpartition). We also get from Lemma 208 2) and 3) that the
superpartition Ω can arise in at most one way in the sums in the r.h.s. of (4.6). As such, we obtain
that

u+Ψ(e
(m+1)
r )u+Λ(∆

t
m)u+Λ(P̃

+
Ψ ) =

∑
Ω

u+Λ (CJ,σ)u
+
Ω(P̃

+
Ψ )

where the sum is over all superpartitions Ω such that there exists a σ ∈ SN and a J ⊆ [m+ 1, N ]
of size r such that σ(Ω + (1m)) = τJ(Λ + (1m)), such that σ([m]) ∩ L = ∅, and such that (Ω, wσ) is
a superevaluation.

The symmetry established in Theorem 193 then implies that

u+Ψ
(
e(m+1)
r u+Λ(∆

t
m)P̃+

Λ

)
= u+Ψ

(∑
Ω

u+Λ(CJ,σ)P̃+
Ω

)
Now, the previous equation holds for every superpartition Ψ. Therefore,

er(xm+1, . . . , xN )u+Λ(∆
t
m)P̃+

Λ (x; q, t) =
∑
Ω

u+Λ(CJ,σ)P̃+
Λ (x, q, t)

from which we finally obtain that

er(xm+1, . . . , xN )PΛ(x; q, t) =
∑
Ω

(
u+Λ(CJ,σ)

u+Λ(∆
t
m)

uΛ+
0
(PΛ)

uΛ+
0
(PΩ)

)
PΩ(x, q, t)

□
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5. Pieri rules and vertical strips

In this section, we will give explicitly which superpartition Ω appear in the Pieri rules of Theo-
rem 209. They will turn out to be certain vertical strips.

For partitions λ and µ, we say that µ/λ is a vertical r-strip if |µ| − |λ| = r and µi − λi ∈ {0, 1}
for all i, where we consider that µi = 0 (resp. λi = 0) if i is larger than the length of µ (resp. λ).

Given the superpartitions Λ and Ω, we say that Ω/Λ is a vertical r-strip if both Ω⊛/Λ⊛ and
Ω∗/Λ∗ are vertical r-strips. When describing the vertical strip Ω/Λ with Ferrers’ diagram, we will
use the following notation:

• the squares of Λ will be denoted by
• the squares of Ω/Λ that do not lie over a circle of Λ will be denoted by
• the squares of Ω/Λ that lie over a circle of Λ will be denoted by #
• the circles of Λ that are still circles in Ω will be denoted by i
• the circles of Ω that were not circles in Λ will be denoted by x

For instance, if Λ = (5, 3, 1; 4, 3) and Ω = (5, 4, 0; 5, 4, 2) the cells of the vertical 4-strip Ω/Λ are
represented as: j

# y
#y

A row in the diagram of Ω/Λ that contains a will be called a -row (and similarly for i,xand # ). A row that both contains a xand a # will be called a # x-row. For instance, in our
previous example, the set of -rows is {2, 4}, the set of x-rows is {3, 6}, the set of # -rows is {3, 5}
while the set of # x-rows is {3}.

Definition 210. We will say that Ω/Λ is a vertical r-strip of type I if

(1) Ω/Λ is a vertical r-strip
(2) there are no # x-rows in the diagram of Ω/Λ

For instance, if Λ = (3, 1; 5, 4, 3) and Ω = (4, 0; 6, 4, 3, 2) then Ω/Λ is a vertical 3-strip of type I.

y
#

#y
(5.1)

We first show that the Ω’s that can appear in the Pieri rules of Theorem 209 are such that Ω/Λ is
a vertical r-strip of type I.

Lemma 211. Let σ and J be such as in Theorem 209, that is, such that

(1) σ(Ω + (1m)) = τJ(Λ + (1m))
(2) σ([m]) ∩ L = ∅ con L = [m+ 1, N ]− J
(3) (Ω, wσ) is a superevaluation if (Λ, w) is a superevaluation.
(4) J ⊆ [m+ 1, N ] with |J | = r.

Then Ω/Λ is a vertical r-strip of type I.
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Proof. Applying w on both sides of (1) gives wσ(Ω + (1m)) = τw(J)w
(
Λ + (1m)

)
. From (3)

we then get that Ω⊛ = τw(J)Λ
⊛, which immediately implies that Ω⊛/Λ⊛ is a vertical r-strip.

Subtracting (1m) on both sides of (1) gives σ(Ω + (1m))− (1m) = τJ(Λ + (1m))− (1m) = τJΛ.
Applying again w on both sides of the equation then yields wσ(Ω)+wσ(1m)−w(1m) = τw(J)(wΛ),
which from (3) amounts to Ω∗ + wσ(1m)− w(1m) = τw(J)Λ

∗, or equivalently, to

Ω∗ = τw(J)Λ
∗ + w(1m)− wσ(1m)

Note that by the action of the symmetric group on vectors, w(1m) adds a 1 in the positions w([m])
(and similarly for wσ(1m)). From (4), we have that w(J) ∩ w([m]) = ∅, which gives Ω∗

i − Λ∗
i ≤ 1.

Moreover, from (2), we have that σ([m]) ⊆ [m] ∪ J , which implies that wσ([m]) ⊆ w([m]) ∪ wJ .
Hence 0 ≤ Ω∗

i − Λ∗
i ≤ 1 and we have that Ω∗/Λ∗ is a vertical r-strip as well.

Finally, suppose that row i in Ω/Λ is a # x-row. We have in this case that i ∈ Ω⊛/Λ⊛ as well
as i ∈ w([m]) since Λ has a circle in row i. But, as we have seen, Ω⊛ = τw(J)Λ

⊛. We thus have that
i ∈ w(J) ∩ w([m]), which contradicts (4 ). □

Remark 212. Observe that in a vertical r-strip, the rows of Ω∗/Λ∗ correspond to the # -rows
together with the -rows. Similarly, the rows of Ω⊛/Λ⊛ correspond in a vertical strip to the x-
rows together with the -rows. By this observation, if Ω/Λ is a vertical r-strip, then the number of
# -rows is equal to the number of x-rows.

We now show that all Ω’s such that Ω/Λ is a vertical r-strip of type I do in fact appear in the
Pieri rules of Theorem 209.

Lemma 213. Given Ω/Λ a vertical r-strip of type I, let σ̃ be any permutation that interchanges
the # -rows and the x-rows while leaving the remaining rows invariant (such a permutation can be

defined by Remark 212). Let also J̃ be the set of # -rows and -rows. If

σ = w−1σ̃w and J = w−1σ̃(J̃)

then there exists a permutation s ∈ Sm ×Sm+1,N such that σ′ = σs obeys the following relations:

(1) σ′(Ω + (1m)) = τJ(Λ + (1m))
(2) σ′([m]) ∩ L = ∅ con L = [m+ 1, N ]− J
(3) (Ω, wσ′) is a superevaluation if (Λ, w) is a superevaluation.
(4) J ⊆ [m+ 1, N ].

As such, the superpartition Ω satisfies the conditions of Theorem ?? (with CJ,σ′(x) = CJ,σ(x)).

Proof. We first show that (Ω, wσ′) is a superevaluation. By definition, we have to show
that wσ′Ω = Ω∗ and that wσ′(Ω + (1m)

)
= Ω⊛ for a certain s ∈ Sm × Sm+1,N . We will show,

equivalently, that (wσ′)−1Ω∗ = Ω and that (wσ′)−1Ω⊛ = Ω+ (1m). Observe that

wσ′ = wσs = ww−1σ̃ws = σ̃ws

It thus suffices to show that s−1w−1σ̃−1Ω∗ = Ω and s−1w−1σ̃−1Ω⊛ = Ω+(1m). From the definition
of σ̃, it is immediate that σ̃−1 also interchanges the x-rows and the # -rows. Hence σ̃−1Ω⊛/σ̃−1Ω∗ =
Λ⊛/Λ∗. Since by definition w−1 sends Λ⊛/Λ∗ to [m], we have that w−1σ̃−1 sends the rows in the
diagram of Ω ending with a circle to [m], that is, w−1σ̃−1Ω∗ = vvv and w−1σ̃−1Ω⊛ = vvv + (1m)
for a certain v ∈ ZN

≥0. Using any s−1 ∈ Sm × Sm+1,N such that s−1vvv = Ω, we obtain that

s−1w−1σ̃−1Ω∗ = Ω and s−1w−1σ̃−1Ω⊛ = Ω+ (1m) as wanted. We will take this as the definition of
s in the rest of the proof.

Observe that 1) is equivalent to

wσ′(Ω + (1m)) = τw(J)w(Λ + (1m)) = τσ̃(J̃)Λ
⊛
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by definition of w and J̃ . Since we have shown that 3) holds, we only have left to show that

Ω⊛ = τσ̃(J̃)(Λ
⊛). But by definition of J̃ and σ̃, the set σ̃(J̃) corresponds to the x-rows and -rows

in the diagram of Ω/Λ, that is, to the rows of Ω⊛/Λ⊛. We have thus shown that Ω⊛ = τσ̃(J̃)(Λ
⊛).

As for 2), let x ∈ σ′([m])∩L = σ([m])∩L. Therefore, w(x) ∈ wσ([m])∩w(L) = σ̃w([m])∩w(L).
Now, w([m]) corresponds to the # -rows and the i-rows in the diagram of Ω/Λ, which implies that
σ̃w([m]) corresponds to the i-rows and x-rows in that diagram. Since w([m]) ∩ w(L) = ∅, w(L)
cannot correspond to any # -row or any i-row. Therefore, w(x) ∈ σ̃w([m]) ∩ w(L) needs to
correspond to a x-row. But this is impossible because w(J) ∩w(L) = ∅ and the x-rows belong to

w(J) = σ̃(J̃).

Finally, we have to show 4). By definition of a vertical strip of type I, the x, , iand # rows

are all distinct. Now, σ̃J̃ corresponds to the x-rows and the -rows, while w([m]) corresponds

to the i-rows and the # -rows. Hence, σ̃J̃ ⊆ w([m + 1, N ]), which implies that J = w−1σ̃J̃ ⊆
[m+ 1, N ]. □

Example 214. Consider the following vertical strip of type I:

y
#

#y
(5.2)

We have in this case that J̃ = {1, 3, 5}. Taking σ̃ = [1, 3, 2, 4, 6, 5], and w = [3, 5, 1, 2, 4, 6] (in
one-line notation), we get that J = {3, 4, 6} and σ = [4, 6, 3, 1, 5, 2].

Using Lemma 211 and Lemma 213, we can rewrite Theorem 209 in a more precise fashion.

Corollary 215. For r ∈ {1, . . . , N −m}, the bisymmetric Macdonald polynomial PΛ(x; q, t)
obeys the following Pieri rules

er(xm+1, . . . , xN )PΛ(x; q, t) =
∑
Ω

(
u+Λ(CJ,σ)

u+Λ(∆
t
m)

uΛ+
0
(PΛ)

uΛ+
0
(PΩ)

)
PΩ(x, q, t)

where the sum is over all superpartitions Ω such that Ω/Λ is a vertical r-strip of type I. Note that
CJ,σ(x) was defined in Proposition 207, where σ and J can be obtained in the following manner
from the diagram of Ω/Λ: let σ̃ be any permutation that interchanges the # -rows and the x-rows
while leaving the remaining rows invariant, and let J̃ be the set of # -rows and -rows. Then

σ = w−1σ̃w and J = w−1σ̃(J̃)

where w is such that (Λ, w) is a superevaluation.

Example 216. The superpartitions that appear in the expansion of the multiplication of e2(x3, x4, . . . , xN )
and P(2,0;1)(x1, . . . , xN ; q, t) in terms of bisymmetric Macdonald polynomials are:

#y
#y

j
#y

jy
#

j
#y
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To be more precise, we have that

e2(x3, x4, . . . , xN )P(2,0;1) =
q(1− t)
1− qt

P(1,0;3,1) +
(1− q)(1− qt2)

(1− qt)2
P(2,0;2,1)

− (t+ 1)(1− t)(1− q)(1− q2t4)
(1− q2t3)(1− qt)(1− qt2)

P(2,1;1,1) +
(1− qt)(1− t3)
(1− t)(1− qt3)

P(2,0;1,1,1)

We now give more details on how the coefficient of P(1,0;3,1) for instance was obtained. The diagram
Ω/Λ is in this case

#y
#y

Choosing instance σ̃ = (12)(34), J̃ = {1, 3} and w = (23), we then obtain from Corollary 215 that

σ = (23)(12)(34)(23) = [3, 4, 1, 2] and J = (23)(12)(34){1, 3} = {3, 4}
Lemma 205 gives

Φ(σ) = −(t− 1)2x3x4
(x1 − x2)(x3 − x4)

(x1 − x3)(x1 − x4)(x2 − x3)(x2 − x4)
while Theorem 209 with m = 2 and r = 2 yields

CJ,σ = t3−2N tx1 − x2
x1 − x2

τ3τ4

(
tx3 − x4
x3 − x4

tx4 − x3
x4 − x3

Φ(σ)K13K24(x1 − x2)
)

Taking

u+Λ(CJ,σ)

u+Λ(∆
t
m)

uΛ+
0
(PΛ)

uΛ+
0
(PΩ)

we finally get the desired coefficient.

6. The er(x1, . . . , xm)case

In Theorem 209 and Corollary 215, we obtained Pieri rules for the action of er(xm+1, . . . , xN )
on bisymmetric Macdonald polynomials. In this section, we will present Pieri rules for the the
action of er(x1, . . . , xm). Although the proof in the er(x1, . . . , xm) case is quite similar to that in
the er(xm+1, . . . , xN ) case, it was more challenging to explicitly find the coefficients of the operator
er(Y1, . . . , Ym) viewed as a sum over the set τI , as we couldn’t use Lemma 201 universally. To address
this, we defined the operator Sr as er(Y1, . . . , Ym)At

mS
r, found the coefficients for the expansion of

Sr, and antisymmetrized. First, we will define an analogue of NFm in this context:

In the notation of section 5, we define

NGm(x, y) =
RB(x, t

−1y)

RB′(x, y)

where B is the set of integer points in the triangle with vertices (2, 1), (m,m− 1) and (m, 1), while
B′ is the set of integer points in the triangle with vertices (1, 1), (m,m) and (m, 1).

Example 217. The product NG3(x, y) can be seen at the quotient of the factors stemming from
the two following regions

1 2 3

1

2

3
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1 2 3

1

2

3

Hence NG3(x, y) is equal to

(1− t−1x3y2)(1− t−1x2y3)(1− t−1x3y3)

(1− x3y1)(1− x2y2)(1− x3y2)(1− x1y3)(1− x2y3)(1− x3y3)

The following corollary is an analogue of Corollary 201

Corollary 218. We have the following equality

Ay
mNGm = (−t)−(

m
2 )∆m(y)Fm

Proof. The identity can be deduced from Lemma 200 after completing the square in the
triangle B′ corresponding to the denominator of NGm(x, y). □

The following lemma concerns the function

NGrm,N =
RPr,N

(xi, t
−1yj)RQr,N

(xi, qt
−1yj)

RP′
r,N

(xi, yj)RQ′
r,N

(xi, qyj)
(6.1)

where PN,r is the set of integer points in the trapezoid with vertices {(1,m), (1,m−r+1), (m−
r, 2), (m − r,m)} and QN,r is the set of integer points in the trapezoid with vertices {(m − r +

2,m), (m+ 1,m− r + 1), (N,m), (N,m− r + 1)}. That is, P ′

r,N is the union of PN,r with the line

segment from (1,m−r) to (m−r, 1) of slope −1 and Q′

N,r is the union of QN,r with the line segment

from (m− r + 1,m) to (m,m− r + 1) of slope −1.

Lemma 219. For k ≥ 1, we have

Tm−r+1+k · · ·TN−r+kNGk−1
m (x, y) = tN−mNGkm(x, y)

Consequently, for r ≥ 1,

(Tm · · ·TN−1) · · · (Tm−r+1 · · ·TN−r)ω
r
NNGm(x, y) = tr(N−m)NGrm(x, y) (6.2)

Proof. The lemma follows from Lemma 202. Diagrammatically, acting with Tmω
r
N on NGm

amounts to adding a dot to the triangles associated to the numerator and the denominator in the
diagram of NGm. For instance, if N = 6, m = 3 and r = 2 the diagram associated to NG3 is:

1 2 3 4 5 6

1

2

3

1 2 3 4 5 6

1

2

3
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and when we apply ω2
6 we obtain

1 2 3 4 5 6

1

2

3 ×

1 2 3 4 5 6

1

2

3

×
× ×

where × correspond to change xi → qxi in the respective factors. After that, we have to apply
the Hecke operators; T4ω

2
6NG3 is:

1 2 3 4 5 6

1

2

3 × ×

1 2 3 4 5 6

1

2

3

×
× × ×

The product T̄m−r+1 · · · T̄N−r complete the horizontal line in the m row of NFm. For example,
T2T3T4ω

2
6NG3 is

1 2 3 4 5 6

1

2

3 × × × ×

1 2 3 4 5 6

1

2

3

×
× × × × ×

Finally, as r increases, extra rows are added. We get for instance, in the case N = 6, r = 2 and
m = 3, that acting with (T3T4T5)(T2T3T4) on ω

2
6NG3 adds the following two diagonals:
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1 2 3 4 5 6

1

2

3

× × ×
× × × ×

1 2 3 4 5 6

1

2

3

× × × ×
× × × × ×

□

Definition 220. We define

Sr
σ = (Tm · · ·TN−1) · · · (Tm−r+1 · · ·TN−r)ω

r
N

This operator has good propeties

Lemma 221. Sr over a bisymmetric funciotn is t-symmetric in xm+1, . . . , xN , t-antisymmetric
in xm−r+1, . . . , xm and doesn’t have variables x1, . . . , xm−r.

Proof. Let f bisymmetric function, if i ∈ [m+ 1, N − 1] we have that

TiS
r∆tf(x) = TiTσω

r
N∆t

m(x)f(x)
= TσTi−rω

r
N∆t

m(x)f(x)
= Tσω

r
NTi∆

t
m(x)f(x)

= Tσω
r
N∆t

m(x)f(x)
= Sr∆t

m(x)f(x)

Moreover, the word σ can be rewrite as

σ = (sm · · · sm−r+1) · · · (sN−1 · · · sN−r)

So, if i ∈ [1, r − 1] we have

Tm−iS
r∆t

m(x)f(x) = Tm−iTσω
r
N∆t

m(x)f(x)
= TσTN−iω

r
N∆t

m(x)f(x)
= Tσω

r
NTN−i+r∆

t
m(x)f(x)

= −Tσωr
N∆t

m(x)f(x)
= −Sr∆t

m(x)f(x)

because N − i+ r ∈ [r − 1] seeing as element module N . □

Lemma 222. Let O =
∑

σ,I CI,στIσ an operator t-antisymmetric in x1, . . . , xm and t-symmetric
in xm+1, . . . , xN over a super symmetric function. We have the follow symmetries relations for its
coefficients

(1) If 1 ≤ i < m then

Csi(I),siσ

(txi − xi+1)
= Ki(i+1)

(
CI,σ

(txi − xi+1)

)
(2) and if m < i ≤ N − 1

Csi(I),siσ = CI,σ
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Proof. For simplicity of notation, write σ1, µ = Ki,i+1µKi,i+1, J = Ki,i+1I and

Tj =
xj+1(t− 1)

xj − xj+1
+
txj − xj+1

xj − xj+1
Kj,j+1

Then, if 1 ≤ i < m then we know that

TiO∆t
m(x)f(x) = −O∆t

m(x)f(x)

Taking the coefficient of τIσ we have the relation

xi+1(t− 1)

xi − xi+1
CI,σ +

txi − xi+1

xi − xi+1
Ki,i+1(CJ,µ) = −CI,σ

which implies
Csi(I),siσ

(txi − xi+1)
= Ki(i+1)

(
CI,σ

(txi − xi+1)

)
.

Case m < i < N follows in the same way. □

Proposition 223. Let f(x) be any bisymmetric function. For N, r,m we have

Sr∆t
m(x)f(x) =

∑
J⊂[m−r+1,N ]

|J|=r

∑
[σ]∈S[m−r+1,N]/(Sm×Sm+1,N )

σ(J)⊂[m−r+1,m]

CJ,σ(x)τJKσf(x)

where the coefficient CJ,σ(x) is given by

CJ,σ = (−1)(
m
2 )−r(m−r)+#Bc

σA[m−r]A[m−r+1,m]AJ,[m+1,N ]Φ(σ)τJAJ,[m−r]σ∆m.

Proof. The main idea of this proof is the same that used in Proposition 207. By Lemma 221
and 222 is sufficient to prove the claim for a particular J and σ, let J = [m−r+1,m−r̃]∪[m+1,m+r̃]
with r̃ ∈ {0, . . . , r} and σ the permutation that send the set [m− r̃ + 1,m] into [m+ 1, . . . ,m+ r̃]
via the permutation a −→ a+ r̃. Let G(x, y) = SrFm(x, y)g(x).

By Corollary 218, we have

G(x, y) =
(−t)(

m
2 )

∆m(y)
A(y)

m Tσm,N
ωr
NNGm(x, y)g(x)

and because g(x) commute with Ti’s and ω
r
N , we can use the Lemma 219, obtaining

G(x, y) =
(−t)(

m
2 )tr(N−m)

∆m(y)
A(y)

m NGrm,N (x, y)g(x)

=
(−t)(

m
2 )tr(N−m)

∆m(y)
A(y)

m
RPr,N

(xi, t
−1yj)RQr,N

(xi, qt
−1yj)

RP′
r,N

(xi, yj)RQ′
r,N

(xi, qyj)
g(x)

(6.3)

where Qr,N ,Pr,N ,Q
′

r,N and P ′

r,N are the regions defined in 6.1. The problem now is A(y)
m this

expression, because when we apply A(y)
m this expression does not factorize making heavy to control it.

We know that we will follow the same idea gives in the proof of 207, then afterwards we will multiply
G(x, y) by τJKµ

(
R[m]×[m](x, y)

)
and will take the specialization yi = τJx

−1
µ(i) for i = 1, . . . ,m, doing

this, we can notice that the permutations that send elements in [m − r] to [m − r + 1,m] are zero
over σyG(x, y). We wont give a proof of this claim, but it easy to see geometrically. Then we rewrite

the regions Qr,N ,Pr,N ,Q
′

r,N and P ′

r,N as

G(x, y) =
t(

m
2 )tr(N−m)

∆m(y)
A(y)

m

RP1
(xi, t

−1yj)RP2
(xi, t

−1yj)RQ1
(xi, qt

−1yj)RQ2
(xi, qt

−1yj)

RP′
1
(xi, yj)RP2(xi, yj)RQ′

1
(xi, qyj)RQ2(xi, qyj)

g(x)

where the regions are P1 is the triangle {(2,m− r), (m− r,m− r), (m− r, 2)}, Q1 is the triangle
{(m − r + 2,m), (m,m), (m,m − r + 2)}, P2 is the rectangle [m − r] × [m − r + 1,m] y Q2 is the
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rectangle [m+1, N ]× [m−r+1,m], while P ′
1 is the union of P1 with the line segment from (1,m−r)

to (m − r, 1) of slope −1 and Q′
1 is the union of Q1 with the line segment from (m − r + 1,m) to

(m,m− r + 1) of slope −1.

Now, we going to multiply the numerator and denominator by the triangles RM(x, y) and
RN (x, qy) whereM is the triangle {(1, 1), (1,m− r−1), (m− r−1, 1)}, N is the triangle {(m− r+
1,m− 1), (m− 1,m− r+ 1), (m− r+ 1,m− r+ 1)}. Because afterwards A(y)

m does not change the
elements in [m− r] with the elements in [m− r + 1,m], we can use the Lemma 200 (with t → t−1

and xi → qxi) over the triangles P1 andM, and the triangles Q1 and N , which gives us

G(x, y) = p · RP2(xi, t
−1yj)RQ2(xi, qt

−1yj)

RP2
(xi, yj)RM(xi, yj)RQ2

(xi, qyj)RN (xi, qyj)
g(x),

= p · RP2
(xi, t

−1yj)RQ2
(xi, qt

−1yj)

R[m−r]×[m](xi, yj)R[m−r+1,m]×[m−r+1,N ](xi, qyj)
g(x),

where

p = (−1)(
m
2 )+(

m−r
2 )+(r2) q

(r2)t(
m
2 )tr(N−m)

t(
m−r

2 )t(
r
2)

∆t
[m−r](x)∆[m−r](y)∆

t
[m−r+1,m](x)∆[m−r+1,m](y)

∆m(y)
,

= (−1)(
m
2 )+(

m−r
2 )+(r2)q(

r
2)t(

m
2 )−(

m−r
2 )−(r2)

∆t
[m−r](x)∆

t
[m−r+1,m](x)

∆[m−r]×[m−r+1,m](y)
.

If we take the expansion of G(x, y) we have

G(x, y) =
∑

J⊆[m−r+1,N ]
|J|=r

∑
[σ]∈SN/(Sm×Sm+1,N )

CJ,σ(x)τJKσ

(
g(x)

R[m]×[m](xi, yj)

)

for some coefficients CJ,σ(x).

The coefficient CJ,µ(x) that we want, can be obtained multiplying by τJKµ

(
R[m]×[m](x, y)

)
and

then taking the specialization yi = τJx
−1
µ(i) for i = 1, . . . ,m. Hence,

CJ,µ(x) = p · RP2
(xi, t

−1yj)RQ2
(xi, qt

−1yj)

R[m−r]×[m](xi, yj)R[m−r+1,m]×[m−r+1,N ](xi, qyj)
τJKµ

(
R[m]×[m](x, y)

)∣∣∣∣∣
yi=τJx

−1
µ(i)

from this equation we obtain that J ⊂ µ([m− r + 1,m]) (and the J = µ([m− r + 1,m])), all other
options becomes 0. Then the expression is

CJ,µ(x) = p · RP2
(xi, t

−1yj)RQ2
(xi, qt

−1yj)RE(xi, qyj)

RD(xi, qyj)

∣∣∣∣∣
yi=τJx

−1
µ(i)

whereD = ([m−r̃+1,m]∪[m+r̃+1, N ])×[m−r+1,m] y E = ([m−r+1,m−r̃]∪[m+1,m+r̃])×[m−r].
Let G2 = {(i, j) ∈ Q2 | i ̸= τJσ(j)} thus we have

CJ,µ(x) = p · RP2
(xi, t

−1yj)RE(xi, qyj)RQ2
(xi, qt

−1yj)RG2
(xi, qyj)

RD(xi, qyj)RG2
(xi, qyj)

∣∣∣∣∣
yi=τJx

−1
µ(i)

(6.4)

it is easy to see

RQ2
(x, qt−1y)

RG2(xi, qyj)

∣∣∣
yi=τJx

−1
w(i)

=
(t− 1)r̃

tr(N−m)
ÃJ×[m+1,N ] (6.5)
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and

RE(xi, qy)

∆[m−r]×[m−r+1,m](y)

∣∣∣∣∣
yi=τJx

−1
w(i)

= (xJ)
m−rq(m−r)r, RP2

(x, t−1y)
∣∣∣
yi=x−1

w(i)

=
τJ(AJ×[m−r]∆J×[m−r])

(−t)r(m−r)(xJ)m−rq(m−r)r

which imply

RE(xi, qy)RP2
(x, t−1y)

∆[m−r]×[m−r+1,m](y)

∣∣∣∣∣
yi=τJx

−1
w(i)

= t−r(m−r)τJ(AJ×[m−r]∆J×[m−r]) = t−r(m−r)τJ(AJ×[m−r]∆J×[m−r])

(6.6)

then we just have to know how much is

X :=
RG2(xi, qyj)

RD(xi, qyj)

∣∣∣∣∣
yi=τJx

−1
µ(i)

but G2 and D are the same in the rectangle [m+ r̃ + 1, N ]× [m− r + 1,m], this gives us

RG2
(xi, qyj)

RD(xi, qyj)

∣∣∣∣∣
yi=τJx

−1
µ(i)

=
RG̃2

(xi, qyj)

RD̃(xi, qyj)

∣∣∣∣∣
yi=τJx

−1
µ(i)

where G̃2 = {(i, j) ∈ [m+1,m+ r̃]× [m−r+1,m] | i ̸= τJσ(j)} y D̃ = [m− r̃+1,m]× [m−r+1,m].

X =
RG2

(xi, qyj)

RD̃(xi, qyj)

∣∣∣∣∣
yi=τJx

−1
µ(i)

= (−1)r̃x[m+1,m+r̃]

∆̃[m+1,m+r̃]×σ[m−r+1,m]

∆[m−r̃+1,m]×σ[m−r+1,m]

but for the equation 3.4 from Lemma 205, for Bc
σ = [m+ 1,m+ r̃] and Ac

σ = [m− r̃+ 1,m] we
know that

Φ(σ) = (t− 1)r̃x[m+1,m+r̃] ·
∆̃[m+1,m+r̃]×σ([m])

∆[m−r̃+1,m]×σ([m])

∆m(x)

Kσ(∆m(x))

= (t− 1)r̃x[m+1,m+r̃] ·
∆̃[m+1,m+r̃]×[m−r]∆̃[m+1,m+r̃]×σ([m−r+1,m])

∆[m−r̃+1,m]×[m−r]∆[m−r̃+1,m]×σ([m−r+1,m])

∆[m−r]×[m−r+1,m]∆[m−r+1,m]

∆[m−r]×σ([m−r+1,m])∆σ([m−r+1,m])

= (t− 1)r̃ ·
∆̃[m+1,m+r̃]×[m−r]

∆[m−r̃+1,m]×[m−r]

∆[m−r]×[m−r+1,m]∆[m−r+1,m]

∆[m−r]×σ([m−r+1,m])∆σ([m−r+1,m])
X

but

∆̃[m+1,m+r̃]×[m−r]

∆[m−r̃+1,m]×[m−r]

∆[m−r]×[m−r+1,m]

∆[m−r]×σ([m−r+1,m])
=

∆[m−r]×[m−r+1,m+r̃]

∆[m−r]×[m−r̃+1,m]∆[m−r]×[m−r+1,m+r̃]
= 1

therefore

X(t− 1)r̃ = (−1)r̃Φ(σ)
Kσ(∆[m−r+1,m])

∆[m−r+1,m]
(6.7)

Finally using 6.5, 6.6, 6.7 and the fact

(−1)r(m−r)q(
r
2)∆[m−r]Kσ(∆[m−r+1,m])τJ(∆J×[m−r]) = τJ(Kσ∆m)

and (
m

2

)
−
(
m− r

2

)
−
(
r

2

)
− r(m− r) = 0,

in 6.4, we obtain

CJ,σ = (−1)r(m−r)+r̃A[m−r]A[m−r+1,m]AJ,[m+1,N ]Φ(σ)τJAJ×[m−r]Kσ∆m(x).
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Finally, by Lemmas 221 and 222 we conclude that

CJ,σ = (−1)r(m−r)+r̃A[m−r]A[m−r+1,m]AJ,[m+1,N ]Φ(σ)τJAJ,[m−r]Kσ∆m.

□

The analogous to the Proposition 207 is the following.

Proposition 224. Let f(x) be any bisymmetric function. For any 1 ≤ r ≤ m, we have that

er(Y1, . . . , Ym)∆t
m(x)f(x) =

∑
J⊆[N ]
|J|=r

∑
[σ]∈SN/(Sm×Sm+1,N )
σ([m])∩L=∅, σ(J)⊆[m]

DJ,σ(x)τJKσf(x)

where the coefficient DJ,σ(x) is given by

DJ,σ(x) = (−1)#Bc
σ t(r+1−2N)r/2Am(x)AJ×[m+1,N ](x, x)Φ(σ)τJ

(
AJ×Aσ−J(x, x)Kσ∆m(x)

)
Proof. Notice that by Lemma 198, we have:

er(Y1, . . . , Ym)∆t
m(x)f(x) =

1

[m− r]t![r]t!
At

mY1 . . . Yr∆
t
m(x)f(x)

and by Lemma 196, we have:

At
mY1 . . . Yr = (−1)r(m−r)tr(r+1−2N)/2At

m(Tm · · ·TN−1) · · · (Tm−(r−1) · · ·TN−r)ω
r

= (−1)r(m−r)tr(r+1−2N)/2At
mS

r,

From these two equations, we have:

er(Y1, . . . , Ym)∆t
m(x)f(x) =

(−1)r(m−r)tr(r+1−2N)/2

[m− r]t![r]t!
At

mS
r∆t

m(x)f(x). (a)

However, from Theorem 223, we can see that:

Sr∆t(x)f(x) = (−1)r(m−r)B[m−r]B[m−r+1,m]

∑
r̃∈[r]

(−1)r̃AJ,[m+1,N ]Φ(σ)τJAJ,[m−r]Kσ∆m(x)

where BK = AK(x)AK. Using the relation At
mAt

mf(x) = [m]t−1!At
mf(x) and applying At

m to both
sides of the previous equation, we obtain:

At
mS

r∆t
m(x)f(x) = (−1)r(m−r)[m− r]t![r]t!At

m

∑
r̃∈[r]

(−1)r̃AJ,[m+1,N ]Φ(σ)τJAJ,[m−r]Kσ∆m(x)

Using this in equation a, we get:

er(Y1, . . . , Ym)∆t
m(x)f(x) = tr(r+1−2N)/2Am(x)Am

∑
r̃∈[r]

(−1)r̃AJ,[m+1,N ]Φ(σ)τJAJ,[m−r]Kσ∆m(x)

□

Lemma 225. Suppose that σ ∈ SN and J ⊆ [N ] are such that σ([m]) ∩ L = ∅ and σ(J) ⊂ [m],
where we recall that L = [N ] \ J . Let (Λ, w) generate a superevaluation, and suppose that the
composition Ω = σ−1τJ(Λ + (1m))− (1m) is biordered. The following holds:

(1) If (Ω, wσ) does not generate a superevaluation then u+Λ(DJ,σ) = 0, where DJ,σ(x) is such
as defined in Proposition 224.

(2) Suppose that (Ω, wσ) generates a superevaluation. If δ ∈ SN is also such that (Ω, wδ)
generates a superevaluation then σ(Sm × Sm+1,N ) = δ(Sm × Sm+1,N ) in SN/(Sm ×
Sm+1,N ).

(3) If I ⊆ [N ] is such that Ω = σ−1τI(Λ + (1m))− (1m), then I = J .
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Proof. We first show that (1 ) holds. This is similar to the proof of Lemma 208. Suppose first
that Ω is not a superpartition. Given that Ω is biordered, this can only happen if Ωa = Ωa+1 for a
given a ∈ [m− 1], which can be visualized as

a j
b j (6.8)

with b = a+ 1. Now, Ω = σ−1τJ(Λ + (1m))− (1m) translates in coordinates to(
Ω+ (1)m

)
a
=
(
Λ + (1m)

)
σ(a)

+ εJσ(a) (6.9)

where εJi = 1 if i ∈ J and 0 otherwise. Hence there are three possible cases: (i) σ(a), σ(b) ∈
[m + 1, N ], (ii) σ(a) ∈ [m], σ(b) ∈ [m + 1, N ] or (iii) σ(a), σ(b) ∈ [m]. The cases (i) and (ii) follow

in the same way that Lemma ?? using the term ÃJ×[m+1,N ], and for the case σ(a), σ(b) ∈ [m] we
have the situation

a j
b # j (6.10)

We have that σ(b) ∈ J since σ([m])∩L = ∅ by hypothesis. We thus deduce from (6.9) that Ωa =
Λσ(a) and Ωb = Λσ(b), which implies that Λσ(a) = Λσ(b). This in turn implies that the permutation

w can be chosen such that wσ(b) = wσ(a) + 1, in which case we will have Λ⊛
wσ(a) = Λσ(a) + 1 and

Λ⊛
wσ(b) = Λσ(b) + 1. Hence the term ÃJ×A−J(x, x) in DJ,σ(x) contains a factor Aσ(b),σ(a)(x) such

that

u+Λ(τJAσ(b),σ(a)(x)) = u+Λ

(
qtxσ(b) − qxσ(a)
qxσ(b) − qxσ(a)

)
=
qΛσ(b)+2t2−wσ(b) − qΛσ(a)+2t1−wσ(a)

qΛσ(b)+2t1−wσ(b) − qΛσ(a)+2t1−wσ(a)
= 0

and thus DJ,σ(x) vanishes in that case. The rest of the proof of (1 ) is similar to Lemma 208,
considering that the case

b
a

does not happen because σ(J) ⊂ [m].

Part (2 ) and (3 ) follows in the same way that Lemma 208. □

Using a version of Lemma 208 (where CJ,σ(x) is replaced by DJ,σ) and (1.5), which can be used
since er(x1, . . . , xm) is symmetric in the variables x1, . . . , xm and of homogeneous degree r, we get
the desired Pieri rules.

Theorem 226. For any 1 ≤ r ≤ m, the bisymmetric Macdonald polynomial PΛ(x; q, t) is such
that

er(x1, . . . , xm)PΛ(x; q, t) = qr
∑
Ω

(
u+Λ(DJ,σ)

u+Λ(∆
t
m)

uΛ+
0
(PΛ)

uΛ+
0
(PΩ)

)
PΩ(x, q, t)

where the coefficients DJ,σ(x) were obtained explicitly in Proposition 224 and where the sum is over
all superpartitions Ω such that there exists a σ ∈ SN and a J ⊆ [N ] of size r such that

(1) σ(Ω + (1m)) = τJ(Λ + (1m))
(2) σ([m]) ∩ L = ∅ con L = [N ]− J
(3) (Ω, wσ) is a superevaluation if (Λ, w) is a superevaluation.
(4) J ⊆ [N ] with |J | = r and σ(J) ⊆ [m].

The Ω’s that appear in the Pieri rules of Theorem 226 are also special vertical r-strips.

Proof. It is the same proof of Theorem 209. □
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Definition 227. We will say that Ω/Λ is a vertical r-strip of type II if

(1) Ω/Λ is a vertical r-strip
(2) there are no -rows in the diagram of Ω/Λ

For instance, if Λ = (5, 3, 1; 4, 3) and Ω = (5, 2, 0; 4, 4, 3) then Ω/Λ is a vertical 2-strip of type
II. j

#

# yy
(6.11)

As was the case in Corollary ??, we can rewrite Theorem ?? in a more precise way using vertical
r-strips of type II.

Lemma 228. Let σ and J be such as in Theorem 226, that is, such that

(1) σ(Ω + (1m)) = τJ(Λ + (1m))
(2) σ([m]) ∩ L = ∅ con L = [N ]− J
(3) (Ω, wσ) is a superevaluation if (Λ, w) is a superevaluation.
(4) J ⊆ [N ] with |J | = r and σ(J) ⊆ [m].

Then Ω/Λ is a vertical r-strip of type II.

Proof. The proof of Ω/Λ is a vertical r-strip is the same in Lemma 211, so we have to prove
that there are no -rows in the diagram of Ω/Λ. Suppose that the row i in Ω/Λ is a -rows, then
exist i ∈ wJ with i ̸∈ w(σ−1[m]) since Λ does not have a circle in row i, which contradicts (4 ). □

We now show that all Ω’s such that Ω/Λ is a vertical r-strip of type II do in fact appear in the
Pieri rules of Theorem 226.

Lemma 229. Given Ω/Λ a vertical r-strip of type II, let σ̃ be any permutation that interchanges
the # -rows and the x-rows while leaving the remaining rows invariant (such a permutation can be

defined by Remark 212). Let also J̃ be the set of # -rows and -rows. If

σ = w−1σ̃w and J = w−1σ̃(J̃)

then there exists a permutation s ∈ Sm ×Sm+1,N such that σ′ = σs obeys the following relations:

(1) σ′(Ω + (1m)) = τJ(Λ + (1m))
(2) σ′([m]) ∩ L = ∅ con L = [N ]− J
(3) (Ω, wσ′) is a superevaluation if (Λ, w) is a superevaluation.
(4) J ⊆ [N ] with |J | = r and σ(J) ⊆ [m].

As such, the superpartition Ω satisfies the conditions of Theorem 226 (with DJ,σ′(x) = DJ,σ(x)).

Proof. By Lemma 229 we have Ω/Λ is a r-strip imply (1 ), (2 ) and (3 ). Thus, we only have
to show 4).

Let J ⊂ [N ] with |J | = r, note that wσJ = J̃ that correspond to # -rows and -rows, but by
definition of a vertical strip of type II, there is not -rows in Ω/Λ, so wσJ are # -rows that live in
w([m]). Thus σJ ⊂ [m]. □
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Corollary 230. For r ∈ {1, . . . , N −m}, the bisymmetric Macdonald polynomial PΛ(x; q, t)
obeys the following Pieri rules

er(x1, . . . , xm)PΛ(x; q, t) = qr
∑
Ω

(
u+Λ(DJ,σ)

u+Λ(∆
t
m)

uΛ+
0
(PΛ)

uΛ+
0
(PΩ)

)
PΩ(x, q, t)

where the sum is over all superpartitions Ω such that Ω/Λ is a vertical r-strip of type II. Note that
DJ,σ(x) was defined in Proposition 224, where σ and J can be obtained in the following manner
from the diagram of Ω/Λ: let σ̃ be any permutation that interchanges the # -rows and the x-rows,
while leaving the remaining rows invariant (including the # xrows), and let J̃ be the set of # -rows.
Then

σ = w−1σ̃w and J = w−1σ̃(J̃)

where w is such that (Λ, w) is a superevaluation.

Proof. It is a immediate consequence of Theorem 226, Lemma 228 and Lemma 229. □

Example 231. The superpartitions that appear in the expansion of the multiplication of e2(x1, x2)
and P(2,0;1)(x; q, t) are given by:

# yy
#

# y
#y

#y
#y

To be more precise, we have that

e2(x1, x2)P(2,0;1) = P(3,1;1) −
q(1 + t)(1− t)

1− qt2
P(3,0;1,1) +

q3(1− t)(1− q2t3)(1− qt)
(1− qt)(1− q3t3)(1− q2t)

P(1,0;3,1)
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1998.

106


	Introduction
	Chapter 1. Compositions and partitions
	1. Partitions
	2. Compositions

	Chapter 2. The non-symmetric Macdonald polynomials and the double affine Hecke algebra
	1. Double affine Hecke algebra
	2. Non-symmetric Macdonald polynomials
	3. Properties
	4. Symetrization operators

	Chapter 3. Symmetric functions
	1. The ring of symmetric functions
	2. Bases of the ring of symmetric functions
	3. Symmetric Macdonald polynomials
	4. Orthogonality
	5. Symmetries
	6. Operator and Pieri rules
	7. Combinatorial formulas
	8. Double affine Hecke algebra relations for Symmetric case

	Chapter 4. The m-Symmetric Macdonald polynomials
	1. The ring of m-symmetric functions
	2. m-Partitions
	3. Bases of the space of m-symmetric functions
	4. m-Symmetric Macdonald polynomials
	5. Inclusion, evaluation and symmetry
	6. Orthogonality
	7. Appendix

	Chapter 5. Symmetric functions in superspace and bisymmetric functions
	1. Ring of symmetric functions ins superspace
	2. Superpartitions
	3. Bases of the space of symmetric functions in superspace
	4. Bisymmetric Macdonald polynomials
	5. Orthogonality

	Chapter 6. Self-duality and Pieri rules for the bisymmetric Macdonald polynomials
	1. Evaluations and symmetry
	2. Double affine Hecke algebra relations
	3. The action of er(Ym+1, …,YN) on bisymmetric functions
	4. Pieri rules
	5. Pieri rules and vertical strips
	6. The er(x1,…,xm) case

	Bibliography

